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H. M. Park

W. S. Jung

Department of Chemical Engineering,
Sogang University,

Seoul, Korea

On the Solution of
Multidimensional Inverse Heat
Conduction Problems Using an
Efficient Sequential Method
An efficient real-time scheme is developed to estimate the unsteady, spatially varying wall
heat flux in a two-dimensional heat conduction system from the temperature measurement
inside the domain. The algorithm is based on the Kalman filtering and the Karhunen-
Loève Galerkin procedure. Although the employment of the Kalman filtering technique
allows the derivation of a set of sequential estimation equations, the real-time implemen-
tation of these equations is never feasible due to the tremendous requirement of computer
time and memory. In the present scheme, this difficulty is circumvented by means of the
Karhunen-Loe`ve Galerkin procedure that reduces the governing partial differential equa-
tion to a minimal set of ordinary differential equations. The performance of the present
technique of inverse heat conduction problems is evaluated by several numerical experi-
ments, and it is found to be very accurate as well as efficient.@DOI: 10.1115/1.1409260#

Keywords: Computational, Heat Transfer, Inverse, Numerical Methods

1 Introduction
There are many industrial processes where one has to adjust the

thermal state of the system by manipulating heat flux through the
system boundary. Some examples are the vulcanization of com-
plex rubber moldings, the heat treatment of ingots in the soaking
pit of steel mill @1# and the baking of ceramic wafers for anneal-
ing, oxidation and chemical vapor deposition@2#. In these cases,
the amount of heat flux imposed on the boundary determines the
temperature distribution in the system and, therefore, the accurate
determination of heat flux is a crucial step in the operation of the
processes. One may determine the heat flux at the boundary of the
domain by exploiting temperature measurements within the do-
main. This is one of the typical inverse heat conduction problems
@3#. The determination of temperature distribution in the domain
from the knowledge of heat flux at the boundary is a direct prob-
lem, and the determination of heat flux at the boundary based on
the temperature measurements in the domain is an inverse prob-
lem. Contrary to the direct problem which consists of computing
the consequences of given causes, the inverse problem is associ-
ated with the reversal of the cause-effect sequence and consists of
finding the unknown causes of known consequences. In many
situations, the direct measurement of the cause is not practical and
one is forced to estimate the cause from the observation of the
effect. The solution of inverse problems requires special numeri-
cal techniques to stabilize the result of calculations since the in-
verse problems are ill-posed in the sense of Hadamard; small per-
turbations in the observed functions may result in large changes in
the corresponding solutions. Commonly adopted techniques for
the solution of inverse heat conduction problems are the least-
square method modified by the addition of regularization terms
that impose additional restrictions on admissible solutions@3# and
the conjugate gradient method where the regularization is inher-
ently built in the iterative procedure@4#. These algorithms for the
inverse problems are iterative ones and therefore require repeated
computation of governing equations before obtaining estimations.
They also require a complete data base before computation begins

and thus nonsequential. But in many situations, it is necessary to
estimate the history of unknown properties in real time. For this
purpose, we have to adopt a sequential algorithm where initial a
priori estimation is continually updated based on current experi-
mental measurements.

In the present investigation we employ the Kalman filtering
technique that is a typical sequential estimation method consisting
of repeatedly updating the estimates and a covariance matrix to
indicate the reliability of the estimates@5–7#. There have been
some attempts at applying the Kalman filtering technique to solve
one-dimensional inverse heat transfer problems@8,9#. But the
straightforward implementation of a Kalman filter to the multidi-
mensional heat conduction equation is never feasible due to the
tremendous amount of computer time and memory required to
solve the covariance equation. For a two-dimensional heat con-
duction equation, the covariance equation is a four-dimensional
unsteady partial differential equation. It becomes a six-
dimensional partial differential equation if we consider a three-
dimensional heat conduction. Therefore, one of the most impor-
tant prerequisites for the successful implementation of a Kalman
filter for the purpose of real-time estimation is the development of
a reliable low dimensional model that predicts the system behav-
iors accurately. An appropriate technique for this purpose is the
Karhunen-Loe`ve Galerkin procedure@10–12# which is a Galerkin
method employing the empirical eigenfunctions of the Karhunen-
Loève decomposition as basis functions. Through the Karhunen-
Loève Galerkin procedure, one can a priori limit the function
space considered to the smallest linear subspace that is sufficient
to describe the observed phenomena and consequently reduce the
governing partial differential equation to a minimal set of ordinary
differential equations. Originally, the Karhunen-Loe`ve decompo-
sition had been devised as a rational technique enabling a stochas-
tic field to be represented with a minimum degree of freedom
@13#. If the Karhunen-Loe`ve decomposition is applied to a given
stochastic field, we get a set of empirical eigenfunctions. The
same stochastic field can be represented with a minimum degree
of freedom when employing these empirical eigenfunctions. But
recent works@10–12# have extended the applicability of the
Karhunen-Loe`ve decomposition to the analysis of nonstationary,
nonhomogeneous deterministic as well as stochastic fields and
allowed the derivation of rigorous low dimensional dynamic mod-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 13,
2000; revision received April 19, 2001. Associate Editor: R. L. Mahajan.

Copyright © 2001 by ASMEJournal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1021

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



els that simulate the given systems almost exactly even when the
boundary conditions vary. This extension of the original
Karhunen-Loe`ve decomposition is called the Karhunen-Loe`ve
Galerkin procedure. The Karhunen-Loe`ve Galerkin procedure is
not restricted by geometric complexities and can treat irregular
geometries as easily as the regular ones. In the present investiga-
tion, we reduce the heat conduction equation to a low dimensional
dynamic model through the Karhunen-Loe`ve Galerkin procedure,
and develop a sequential method of solving inverse heat conduc-
tion problems by applying the Kalman filtering technique to the
resulting low dimensional model. In the context of inverse prob-
lems, the Karhunen-Loe`ve Galerkin procedure filters out the high
frequency responses of the system and better conditions the cor-
responding inverse problem. The present algorithm is found to
solve the inverse heat conduction problem accurately in a sequen-
tial manner with a meager requirement of computer time and
memory.

2 System Governing Equations
As shown in Fig. 1 the domain of the system is a square with a

quarter removed to make it non-separable. For non-separable do-
mains like this, it is impossible to obtain analytic eigenfunctions,
thus making the traditional Galerkin methods not applicable. But
the Karhunen-Loe`ve Galerkin procedure can be applied efficiently
to this kind of systems with complicated boundaries. The bound-
ary of the domain,G, is splitted into two parts;G5GNøGD . The
heat fluxq(x,t) is imposed onGN and the homogeneous Dirichlet
boundary condition onGD . Also shown in Fig. 1 are the locations
of sensors to measure the temperature variations. The purpose of
these measurements is to estimate the wall heat flux function
q(x,t) by means of an inverse analysis. We define the space-time
quantities.

SD5GD3~0,tf ! and SN5GN3~0,tf !. (1)

After these preliminaries, we write down the heat conduction
equation,

rCp

]T

]t
5kS ]2

]x2 1
]2

]y2DT (2)

with the boundary conditions

T50 on SD (3)

k
]T

]y
5q~x,t ! on SN (4)

and the initial condition

T~x,y,0!50 in V (5)

HereT is the temperature field,q is the heat flux into the domain,
k is the thermal conductivity,r the density andCp the heat capac-
ity. We nondimensionalize the system such thatk51.0, r51.0,
Cp51.0, 0<x<1 and 0<y<1. The set of Eqs.~2!–~5! is solved
by a finite difference method employing (40340) grids, which is
found to be sufficient to resolve the temperature fields considered
in the present work. The inverse heat conduction problem under
consideration is the estimation of spatially and temporally varying
heat fluxq(x,t) imposed onGN from the temperature recordings
of thermocouples positioned inside the domain.

3 The Karhunen-Loève Decomposition
To make this paper self-contained, we introduce the essence of

the Karhunen-Loe`ve decomposition. The Karhunen-Loe`ve de-
composition, expressed briefly, is a method of representing a sto-
chastic field with a minimum degree of freedom. As a means of
explaining the Karhunen-Loe`ve decomposition we selectN arbi-
trary irregularly shaped functions withn51,2,¯ ,N. From now
on, we call the irregular shapes of these functions$Tn% ‘‘snap-
shots.’’ In Park and Cho@10#, it is shown that the most typical or
characteristic structuref(x) among these snapshots$Tn% is given
by solving the following eigenvalue problem of the integral Eq.
~6!:

E
V

K~x,x8!F~x8!dx85lf~x!, (6)

where the kernel of the integral equationK(x,x8) is defined as

K~x,x8!5
1

N (
n51

N

Tn~x!Tn
T~x8!. (7)

Usually this kind of integral equation can be solved by means of
the Schmidt-Hilbert technique@14#.

Let’s express the eigenvaluesl1.l2.¯.lN and the corre-
sponding eigenfunctionsf1 ,f2 , ¯ ,fN in the order of magni-
tude of eigenvalues. The eigenfunctionf1 corresponding to the
largest eigenvaluel1 is the most typical structure of the members
of the snapshots$Tn% and the eigenfunctionf2 with the next
largest eigenvaluel2 is the next typical structure, and so forth.
Since the kernelK(x,x8) is symmetric, these empirical eigenfunc-
tions $fn% are mutually orthogonal. These empirical eigenfunc-
tions $fn% can represent the system in the most efficient way. The
span of these eigenfunctions is exactly the span of all the realiza-
tion of snapshots. Thus, any feasible solution can be represented
as a linear combination of these eigenfunctions. The set of these
empirical eigenfunctions can be made complete inL2 by including
all eigenfunctions with zero eigenvalues. But the eigenfunctions
with zero eigenvalue denote solution structures which are impos-
sible for the range of heat flux functionq(x,t) under consider-
ation. Therefore, the set of empirical eigenfunctions has no diffi-
culties in spanning the whole realizable solution space. The
Karhunen-Loe`ve Galerkin procedure, employing these empirical
eigenfunctions as trial functions of a Galerkin method, reduces the
original system to a low dimensional model with a minimum de-
gree of freedom.

4 The Low Dimensional Dynamic Model
According to the Schmidt-Hilbert theory@14#, the empirical

eigenfunctions are expressed linearly in terms of snapshots.
Therefore, an appropriate set of empirical eigenfunctions can be
obtained only from an ensemble of snapshots which are represen-
tative of the system characteristics@10,11#. An ensemble of snap-Fig. 1 The system and relevant boundary conditions
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shots characterizing the system dynamics is obtained in the fol-
lowing way. We transform the continuous control functionq(x,t)
into discrete variables as follows:

q~x,t !5 (
m51

M

(
n51

N

amnCm~ t !Cn~x!, (8)

where Cm(t) is the mth time shape function employed to dis-
cretize the time variable andCn(x) is thenth space shape function
employed to discretize the space variablex, andM is the number
of time shape functions, andN is the number of space shape
functions employed. In the present work, we adoptM511, and
N511. The values ofM and N are determined based on the de-
sired degree of the temporal and spatial resolution of the heat flux
function. The function specification by means of Eq.~8! regular-
izes the problem by restricting the solution space of the inverse
problem. Figure 2 depicts these shape functions. Next, we solve
the system, Eq.~2!;~5!, with q(x,t)5Cn(x) and record the tem-
perature field at an appropriate time intervals until a steady state is
reached. These recordings of the temperature field are used as
snapshots in the Karhunen-Loe`ve decomposition. If the heat flux
q(x,t)5Cn(x) is imposed initially, a thermal boundary layer with
a steep temperature gradient appears nearGN , and the tempera-
ture gradient becomes less steep as time goes on. Thus, the fre-
quency to take snapshots should be high initially and it may be
decreased as time elapses to obtain a set of 100 snapshots that
fully characterize the thermal boundary layer formed during the
process. The Karhunen-Loe`ve decomposition is then applied to
this set of snapshots to yield empirical eigenfunctions$wk

(n)%. The
superscriptn in the set$wk

(n)% designates the fact that these em-
pirical eigenfunctions are obtained from the system withq(x,t)
5Cn(x). We repeat the above procedure forn51,2,¯ ,N to
obtain N sets of empirical eigenfunctions, i.e.,
$wk

(1)%,$wk
(2)%, ¯ ,$wk

(N)%. Each set$wk
(n)% consists of 100 empiri-

cal eigenfunctions. Finally, we choose 10 dominant eigenfunc-
tions from each of theseN sets to make an ensemble of (10
3N) snapshots. To this set of (103N) snapshots, we apply the
Karhunen-Loe`ve decomposition to obtain the final set of empirical
eigenfunctions$fk% to be employed in the construction of the low
dimensional dynamic model. Figure 3~a–d! shows the first, the

second, the third and the fourth empirical eigenfunctions with the
corresponding normalized eigenvaluesl150.741,l250.156,l3

54.96931022, andl452.12731022, respectively. Also shown
in Fig. 3~e–h! are some typical eigenfunctions with smaller eigen-
values, i.e, the 17th, the 18th, the 19th, and the 20th eigenfunctions
with the corresponding normalized eigenvalues,l1752.351
31024, l1851.78731024, l1951.39131024, and l2051.127
31024. Figure 3 reveals that the dominant empirical eigenfunc-
tions represent the large scale structures of the temperature field,
while the eigenfunctions with small eigenvalues represent the
small scale structures. Using these empirical eigenfunctions, we
can reduce the heat conduction equation to a set of small number
of ordinary differential equations. We represent the temperature
field T(x,y,t) as a linear combination of empirical eigenfunctions
as follows:

T~x,y,t !5(
i 51

NT

ai~ t !f i~x,y!, (9)

where f i is the i th empirical eigenfunction,ai(t) is the corre-
sponding spectral coefficient andNT is the total number of the
empirical eigenfunctions employed in the Karhunen-Loe`ve Galer-
kin procedure. The residual is expressed as

R[rCp

]T

]t
2kS ]2

]x2 1
]2

]y2DT. (10)

Applying the Galerkin principle which enforces the residual to be
orthogonal to each of the trial functions and exploiting the bound-
ary conditions we find that

rCpM j

daj

dt
1k(

i 51

NT

H ji ai5E
x50

1

q~x,t !f j~x,1!dx

~ j 51,2,¯ ,NT!, (11)

where

M j[E f j
2dV (12)

H ji [E ¹f i•¹f jdV. (13)

The relevant initial conditions for the system of ordinary differen-
tial equations, Eq.~11!, are the following:

aj~ t50!5
E Vf jT~x,y,t50!dV

E Vf j
2dV

~ j 51,2,¯ ,NT!. (14)

The accuracy of the low dimensional dynamic model, Eq.~11!, is
corroborated by solving it for various heat flux functionsq(x,t)
and comparing the resulting temperature field with those obtained
by the finite difference method. Usually the error of the low di-
mensional dynamic model decreases as the number of empirical
eigenfunctions employed increases up to an optimal number. But
further increase of the number of empirical eigenfunctions beyond
the optimal number does not always improve the accuracy be-
cause the empirical eigenfunctions with very small eigenvalues
are contaminated with round-off errors. A convenient guideline for
the selection of optimal number is to balance the intrinsic numeri-
cal errors, i.e., the sum of the truncation and round-off error, and
the sum of the normalized eigenvalues corresponding to the ne-
glected modes. The optimal number of eigenfunctions for the set
of Eq. ~11! is found to be 20 after trials with several heat flux
q(x,t). With this number of eigenfunctions, the relative error of
the low dimensional dynamic model with respect to the finite
difference solution is less than 0.3 percent. All the results to be
presented in the sequel are obtained by using the low dimensional
dynamic model employing 20 empirical eigenfunctions.

Fig. 2 Definition of shape functions: „a… temporal shape func-
tions; and „b… spatial shape functions.
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Fig. 3 Empirical eigenfunctions: „a… the first eigenfunction „l1Ä0.741…; „b… the second
eigenfunction „l2Ä0.156…; „c… the third eigenfunction „l3Ä4.969Ã10À2

…; „d… the fourth
eigenfunction „l4Ä2.127Ã10À2

…; „e… the 17th eigenfunction „l17Ä2.351Ã10À4
…; „f… the

18th eigenfunction „l18Ä1.787Ã10À4
…; „g… the 19th eigenfunction „l19Ä1.391Ã10À4

…;
and „h… the 20th eigenfunction „l20Ä1.127Ã10À4

….
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5 Sequential Estimation Technique
Applying the Kalman filtering technique to the low dimensional

dynamic model, one can derive a practical sequential algorithm
for the estimation of wall heat flux that varies temporally as well
as spatially. At the beginning, the temporal domaintP(0,t f) and
the spatial domainxP(0,1) are divided intoM andN segments,
respectively, andq(x,t) is approximated linearly in each segment
using linear temporal shape functionsCm(t) and linear spatial
shape functionsCn(x) as given by Eq.~8!. As shown in Fig. 2,
the shape functionCm(t) has a triangular shape with a linear
variation and has a unit value att5tm and is zero at all other
nodes. The spatial shape functionCn(x) can also be given similar
description. Thus,amn in Eq. ~8! is the value of heat flux att
5tm andx5xn . Then for the durationtP(tm21 ,tm), the heat flux
function q(x,t) is given by

q~x,t !5(
n51

N

am21,nCm21~ t !Cn~x!1(
n51

N

am,nCm~ t !Cn~x!,

(15)

where am21,n (n51,2,¯ ,N) have been estimated during the
previous time segment tP(tm22 ,tm21) and amn (n
51,2,¯ ,N) are theN parameters to be estimated based on the

temperature measurements during the present time segmentt
P(tm21 ,tm). Now, the low dimensional dynamic model, Eq.~11!,
may be rewritten as

daj

dt
52

k

rCp
(
i 51

NT
H ji

M j
ai1(

n51

N

aNT1n

Cm~ t !Bn j

rCpM j

1(
n51

N
am21,nCm21~ t !Bn j

rCpM j
~ j 51,2,¯ ,NT! (16)

d

dt
aNT1n50 ~n51,2,¯ ,N!, (17)

where

Bn j5E
x50

1

Cn~x!f j~x,1!dx, (18)

and new variablesaNT1n are assigned to the parametersamn to be
estimated, i.e.,

aNT1n5amn ~n51,2,¯ ,N!. (19)

Sinceamn(n51,2,¯ ,N) are constants duringtP(tm21 ,tm), Eq.
~17! follows. If the heat flux q(x,t) is known during t

Fig. 4 The estimated profiles of wall heat flux: „a… q „x ,t … for the case a „Eq. 27…; and „b… q „x ,t … for the case
b „Eq. 28….
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P(tm21,tm), amn(n51,2,¯ ,N) are obtained from Eq.~8!. Then
Eqs.~16!–~17!, in conjunction with Eq.~9!, may be used to yield
temperature field in the domain. Therefore,q(x,t) or amn(n
51,2,¯ ,N) can be estimated using the measured values of tem-
perature field at certain locations duringtP(tm21 ,tm). The tem-
perature measurements atMO locations may be represented as
follows:

T* ~xm ,ym ,t !5(
j 51

NT

aj~ t !f j~xm ,ym! ~m51,2,¯ ,MO!.

(20)

Equations~16!, ~17!, and~20! may be summarized in the follow-
ing standard form:

da

dt
5Aa1b1j~ t ! (21)

y5Ca1h~ t !, (22)

where

a5~a1 ,a2 , ¯ ,aNT ,aNT11 , ¯ ,aNT1N!T (23)

y5~T* ~x1 ,y1 ,t !,T* ~x2 ,y2 ,t !, ¯ ,T* ~xMO ,yMO ,t !!T

(24)

In the above equations,A is a (NT1N,NT1N) matrix, j(t) is
the Gaussian white modeling noise andh(t) is the Gaussian white
measurement noise. Employing the standard procedure@6,7#, we
can derive the sequential estimation equation for the heat flux
function q(x,t) as follows:

da

dt
5Aa1b1PCTQ@y2Ca# (25)

d

dt
P5PAT1APT1R212PCTQCP, (26)

whereR andQ reflect the errors in the model and measurement
device, andP is the error covariance matrix. Because the length of
the vectora is (NT1N), the covariance matrixP is of the size
(NT1N,NT1N) and symmetric. Thus the number of equations
to be solved to obtainP is (NT1N)(NT1N11)/2.

The procedure for the sequential estimation ofq(x,t) is as
follows: at the outset we assume initial values ofai( i
51,2,¯ ,NT), and aNT1n (n51,2,¯ ,N), i.e., a1n(n
51,2,¯ ,N). The initial values ofP and Q are assumed to be
P528.0I andQ5(1./0.0025)I, respectively. The larger the mag-
nitude of the diagonal components ofP, the faster the estimation
error is reduced. But larger values ofP tends to incur numerical
instability. The model error covarianceR21 is neglected in the
present computation since the relative error of the low dimen-
sional dynamic model is less than 0.3 percent. Solving Eqs.~25!–
~26! during the first time segment,tP(t1 ,t2), we obtain
aNT1n(n51,2,¯ ,N), i.e., a2n(n51,2,¯ ,N). During the next
time segment,tP(t2 ,t3), we solve Eqs.~25!–~26! to find a3n
using the results of previous time segment as initial conditions
except setting P(NT1n,NT1n)528.0 (n51,2,¯ ,N) at t
5t2 . The above procedure is repeated until the final timet5t f is
reached. Although the preparation of low dimensional model re-
quires a nontrivial amount of computer time, it is never significant
when compared to the computer time required in the recursive
estimation of heat flux using the original partial differential equa-
tion. The CPU time required to prepare a low dimensional model
is usually less than 1/50 of that needed in the recursive solution

Fig. 5 The effect of initially assumed values of ai„tÄ0… and q „x ,tÄ0… on the accuracy of the estimation: „a…
wall heat flux; and „b… temperature field.
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procedure using the original heat conduction equation. Moreover,
once the low dimensional model is prepared, it can be used re-
peatedly to solve similar problems@12#.

6 Results
The following two wall heat flux functions are considered to

assess the efficiency and accuracy of the present algorithm for
solving the inverse heat conduction problem sequentially.

~case a! q~x,t !5~sinpx!•S 1

5
t D (27)

~case b! q~x,t !5 f ~x!•S 1

5
t D ,

where f ~x!52x for 0<x<0.2

522~x20.4! for 0.2<x<0.4

5
1

0.3
~x20.4! for 0.4<x<0.7

52
1

0.3
~x20.4! for 0.7<x<1.0 (28)

Temperature measurements are taken with 25 sensors located at
(xm,0.96) with xm56.673102310.04(m21) (m51,2,¯ ,25).
Equation~2! is solved by using a finite difference method and we
adopt these numerical solutions as experimental measurements af-

ter adding small random noises. These noises are adjusted such
that they are Gaussian distributed. The estimation error is given by
the following equation.

Error5
iqestimated2qexactiL2

2

iqexactiL2

2 , (29)

where i•iL2
is the usualL2-norm. In all the computations pre-

sented in this work, exact values are taken for the estimated values
of ai(t50) ( i51,2,¯ ,NT) andq(x,t50), if not specified oth-
erwise. A simple confirmation of the accuracy of the present al-
gorithm can be made by considering an idealized situation where
the measurements are not corrupted by noises. Figures 4~a–b!
show the estimatedq(x,t) for casea and caseb with correspond-
ing errors. They show that the present method yields very accurate
estimates for the two cases investigated. The present algorithm
requires solving (NT1N) state equations~cf. Eq. ~25!! and (NT
1N)(NT1N11)/2 covariance equations~cf. Eq. ~26!! without
any iterations, which allows real-time estimation using a modern
computer system. Figures 5~a–b! show the effect of incorrectly
assumed initial values,ai(t50) ( i51,2,¯ ,NT) and q(x,t
50), on the accuracy of the estimation. As the estimated initial,
we take ai(t50)50.01 andq(x,t50)50.05 sin(2px). Figures
5~a–b! show that the present algorithm allows very accurate
tracking of wall heat flux and temperature field after a short tran-
sient period even when the incorrect values ofai(t50) ( i
51,2,¯ ,NT) andq(x,t50) are employed. Next consideration
is the effect of measurement noises on the accuracy of estimation.
Since the experimental errors are unavoidable, a practical algo-

Fig. 6 Estimated q „x ,t … from the corrupted temperature measurements: „a… 3 percent relative measurement
error; and „b… 15 percent relative measurement error.
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rithm must be able to yield reasonably accurate estimates even
with the corrupted measurements. Figures 6~a–b! show the esti-
matedq(x,t) when the relative measurement errors are 3 percent
~Fig. 6~a!! and 15 percent~Fig. 6~b!!, respectively. Comparing
these results with the estimate obtained from the exact tempera-
ture measurements~Fig. 4~a!!, it is found that the accuracy of the
estimation deteriorates as the measurement noise increases.

The effect of number of measurement points on the accuracy of
estimation is shown in Fig. 7. It is expected that the degree of

resolution of q(x,t) depends on the number of measurement
points that are appropriately arranged in the domain. The default
number of measurement points is 25. Now, we employ two dif-
ferent sets of measurement locations; one set consists of 10 sen-
sors and the other set 50 sensors at regular intervals, which are
placed at the same vertical distance from the upper wall as the
default set. Figure 7~a!shows the estimatedq(x,t) when employ-
ing 10 sensors and Fig. 7~b!is the corresponding result obtained
with the 50 sensors. It is shown that the accuracy of the estimation
improves with the number of sensors, but the improvement ob-
tained with the 50 sensors is not significant compared to the de-
fault result~Fig. 4~a!!obtained with the 25 sensors. Final consid-
eration is the effect of measurement location on the accuracy of
estimation. Instead of the default locations (xm,0.96), we locate
the 25 sensors at (xm,0.92) and estimateq(x,t), which is shown
in Fig. 8. Since the new sensor locations are farther from the
boundary than the default ones, the results shown in Fig. 8 have
larger estimation error than the default results plotted in Fig. 4~b!.

7 Conclusion
A practical sequential algorithm for solving multidimensional

inverse heat conduction problems is devised by exploiting the
Karhunen-Loe`ve Galerkin procedure and the Kalman filtering
technique. The Karhunen-Loe`ve Galerkin procedure reduces the
multidimensional heat conduction equation to a minimal set of
ordinary differential equations, and by applying the Kalman filter-
ing technique to these ordinary differential equations, a set of
equations for the sequential estimation of the unknown wall heat
flux is obtained. The present technique is shown to yield accurate
estimation of wall heat flux from the temperature measurements in

Fig. 7 The effect of the number of measurement points on the accuracy of estimation: „a… 10 measurement
points; and „b… 50 measurement points.

Fig. 8 The effect of measurement location on the accuracy of
estimation
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the domain. Since the number of equations to be solved is decent,
the real-time implementation of the present algorithm is possible
with a modern computer system.

Nomenclature

A 5 matrix defined in Eq.~21!
ai 5 spectral coefficient premultiplying thei th empirical

eigenfunction
b 5 vector defined in Eq.~21!

Bn j 5 matrix defined in Eq.~18!
C 5 matrix defined in Eq.~22!

Cp 5 heat capacity
H ji 5 matrix defined in Eq.~13!

I 5 unit matrix
J 5 performance function

K( x,x8) 5 two-point correlation function of the Karhunen-
Loève decomposition

M 5 number of temporal shape function in the discreti-
zation of heat flux

M j 5 vector defined in Eq.~12!
N 5 number of spatial shape function in the discretiza-

tion of heat flux
NT 5 number of empirical eigenfunctions employed in the

Karhunen-Loe`ve Galerkin procedure
P 5 error covariance matrix
Q 5 measurement error covariance matrix

q(x,t) 5 wall heat flux
R 5 residual

R21 5 model error covariance matrix
T 5 temperature field
t 5 time
y 5 measurement vector~cf. Eq. ~24!!

Greek Symbols

amn 5 coefficient in the discretization of heat flux~Eq. ~8!!
G 5 system boundary

h(t) 5 Gaussian white noise in the measurement
lk 5 the kth eigenvalue

j(t) 5 Gaussian white noise in the model
r 5 density
S 5 space-time system domain

f i 5 the i th empirical eigenfunction

wk
(n) 5 the kth empirical eigenfunction for thenth set of

snapshots
Cm(t) 5 temporal shape function
Cn(x) 5 spatial shape function

V 5 system domain

Superscripts

* 5 measurement
T 5 transpose

Subscripts

N 5 Neumann boundary condition
D 5 Dirichlet boundary condition
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Laminar Heat Transfer in the
Entrance Region of Internally
Finned Square Ducts
The laminar, incompressible, hydrodynamically fully developed and thermally developing
flow is studied in straight ducts of square cross section, containing four equal, symmetri-
cal, straight, thin and with 100 percent efficiency internal fins. Both the duct wall and the
fins are subjected successively to constant temperature boundary condition. Numerical
results are obtained using an iterative ADI scheme for the friction number, the tempera-
ture distribution and the Nusselt number for the thermally developing and developed
regions as functions of axial distance and fin height. Results obtained are in good agree-
ment with the corresponding literature values. In the thermally developing region a high
heat transfer coefficient is obtained. Friction number and Nusselt number in the thermally
developed limit increase as the fin height increases until they reach their critical values at
fin heights near 0.85 and 0.73 respectively.@DOI: 10.1115/1.1404118#

Keywords: Computational, Finite Difference, Heat Pipes, Laminar

Introduction
Ducts of various cross sections containing inside fins are widely

used in modern engineering heat transfer applications, such as
compact heat exchangers, nuclear reactors, jet engines, etc. The
main advantage of finned tubes than that of finnles tubes is the
increase of the heat transfer coefficient by 4. Also the production
of single straight finned tubes in manufacturing engineering is
easier than other techniques used to enhance heat transfer in ducts,
such as the twisted tape inserts, coil spring, helical ribs, spiral fins,
etc. The only disadvantage of using finned tubes is the increase of
flow pattern and hence of the flow friction and the pumping
power.

For the study of straight circular finned ducts many analytical
and numerical procedures have been proposed in the literature.
Those procedures analyze the hydrodynamically fully developed
flow ~Nandakumar and Maslyiah@1#, Soliman and Feingold@2#!,
the thermally developed flow~Soliman et al.@3#, Masliyah and
Nandakumar@4#, Hu and Chang@5#! or the thermally developing
flow ~Rustum and Soliman@6#, Prakash and Liu@7#!. Several ther-
mal boundary conditions have been studied, likeH1 ~axial uni-
form wall heat flux with peripherally uniform wall temperature!
andT ~constant wall temperature! and several radial fin types, like
straight fins~Hu and Chang@5#, Prakash and Patankar@8#, Prakash
and Liu @7#, Rustum and Soliman@6#!, triangular fins~Nandaku-
mar and Maslyiah@1#, Maslyiah and Nandakumar@4#! and trap-
ezoidal fins~Soliman and Feingold@2#, Soliman et al.@3#!. Par-
ticular attention has been given to study the influence of buoyancy
forces and internal heat generation by Prakash and Liu@7# and Hu
and Chang@5#, respectively. Recently, Dong and Ebadian@9# and
@10# have studied the problem of the flow in a straight duct of
elliptic cross section, containing four-straight, thin symmetrical
fins. For a complete description about finned tubes see Rohsenow
et al. @11#.

For straight ducts of rectangular cross sections, Aggarwala and
Gangal@12# study analytically the fully developed hydrodynami-
cally and thermally flow and heat transfer, considering four
straight, thin fins, equal by two, which are based in two opposite
walls of the duct cross section. The effects of buoyancy forces are
also studied while theH1 thermal boundary condition is em-

ployed. Gangal and Aggarwala@13# study the same problem in the
case of square cross section using four equal, straight, symmetri-
cal and with 100 percent efficiency fins.

Generally, to the author’s knowledge, no results have been re-
ported in the literature for the problem of flow in finned square
ducts, with thermal boundary conditionT for both the duct wall
and the fins as well as for the heat transfer in the entrance region
of finned tubes. The last boundary condition has great practical
relevance in electrical heating with thin, high conducting wall
material.

The present paper analyzes the problem of laminar, incompress-
ible, hydrodynamically fully developed and thermally developing
flow into straight square ducts, containing four equal, straight,
thin, symmetrical and with 100 percent efficiency fins, which is
not a bad assumption except for large numbers of long fins~Soli-
man et al.@3#!. Both the duct wall and the fins are subjected to the
constant temperature boundary condition. The effects of axial con-
duction and buoyancy forces are neglected. Fluid properties as-
sume to be constant and independent of temperature.

Analysis
We consider the laminar flow of incompressible fluid entering a

straight duct of square cross section containing four equal,
straight, symmetrical, thin fins, shown in Figure 1 and we study
the hydrodynamically fully developed and thermally developing
flow neglecting the momentum diffusion in the axial direction and
the body forces. The nondimensionalized equations of motion and
energy in the cartesian coordinate system take the following form.

Axial Momentum Equation.

]w̄

]t
5

]2w̄

] x̄2 1
]2w̄

] ȳ2 11 (1)

Energy Equation.

w̄

4w̄m
S ]T̄

] s̄D 5
]2T̄

] x̄2 1
]2T̄

] ȳ2 (2)

The mean axial velocity of the flowwm is given by

w̄m5E
0

1E
0

1

w̄dx̄dȳ. (3)
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The parabolic equations of momentum and energy are subjected
to the following boundary conditions

w̄50, T̄50 at x̄51 and x̄521 (4a)

w̄50, T̄50 at ȳ51 and ȳ521 (4b)

w̄50, T̄50 at 12H< x̄<1 and ȳ50 (4c)

w̄50, T̄50 at 12H< ȳ<1 and x̄50 (4d)

w̄50, T̄50 at 21< x̄<2~12H ! and ȳ50 (4e)

w̄50, T̄50 at 21< ȳ<2~12H ! and x̄50 (4f)

Owing to the symmetry of the flow, only a quarter of square
cross section is used in the numerical procedure. Accordingly, the
following symmetry boundary conditions are needed

]w̄

] x̄
50,

]T̄

] x̄
50, at x̄50 and 0< ȳ<12H, (5a)

]w̄

] ȳ
50,

]T̄

] ȳ
50, at ȳ50 and 0< x̄<12H. (5b)

Physical quantities of primary interest are the local friction fac-
tor and the local Nusselt number, which are defined, respectively,
by

f 5

2
dp

ds
Dh

2rwm
2 , (6)

Nu5
hDh

k
, (7)

whereh the local heat transfer coefficient, andDh is the hydraulic
diameter of the square duct without fin (Dh54E/P).

The characteristic quantity of fluid flowf Re expressed in terms
of hydraulic diameter and non-dimensional quantities takes the
form

f Re5
2

w̄m
, (8)

where Re is the Reynolds number of the flow.
Considering that the mean bulk fluid temperature of the flow is

given by

T̄m5
*0

1*0
1w̄T̄dx̄dȳ

*0
1*0

1w̄dx̄dȳ
. (9)

The expression for the mean Nusselt number obtained from the
consideration of the energy balance over the entire cross section
takes the final form

Nu5
1

4T̄m

dT̄m

ds̄
. (10)

Solution
The set of uncoupled Eqs.~1!–~2! subjected to the boundary

conditions~4!, ~5! are solved numerically employing the iterative
finite difference pseudotransient alternating direction implicit
method ~ADI!. For the discretization of these equations three
point central differences are used for the second order derivatives
and two points forward differences for the first order derivatives.
So an algebraic system of equations is obtained for each variable
which is solved by the well-known Tridiagonal Matrix Algorithm
~TDMA!.

The friction factor productf Re and the local mean Nusselt
number are calculated using the Eqs.~8! and~10!, respectively. In
Eq. ~10!, the derivative was approximated by three point forward
differences. The required integrals are calculated employing
Simpson’s rule.

Convergence of the iteration procedure for both the momentum
and energy equations achieved when the following criterion is
satisfied:

UB~ x̄,ȳ!m112B~ x̄,ȳ!m

B~ x̄,ȳ!m11 U<«, (11)

whereB( x̄,ȳ) represents the variablew̄ or T̄, respectively,m is
the iteration number, and«51025.

Considering the symmetry of the flow, as we said before, only a
quarter of the whole cross section is used in the numerical
computation.

A uniform grid pattern of 1513151 points is employed for the
square cross section and all the fin heights. To assure accuracy and
the effect of grid size, numerical tests have been made with 101
3101 and 2013201 grid points. The maximum deviation in the
numerical results of Nusselt number and friction productf Re
using grids of 1013101 and 513151 points is less than 1.2 per-
cent and 1.5 percent respectively. Similarly, the maximum devia-
tion of the results of the same quantities using grids of 1513151
and 2013201 points is less than 0.65 percent and 0.35 percent
respectively. Hence the choice of a uniform 1513151 points grid
is enough satisfactory to ensure accuracy.

In the momentum equation a time stepDt50.0002 was chosen
for each fin height. Along the axial direction, a fine grid of size
Ds51026 was used near the duct entrance, to avoid numerical
fluctuations. As the flow becomes gradually thermally fully devel-
oped, in a quite long axial position from the entrance of the duct,
an axial step sizeDs of about 1024 is considered as satisfactory.

In order to validate the accuracy of the numerical results we
perform computations on the well studied problem of thermally
developing flow in straight finless square duct (H50), with both
wall and fins subjected to constant temperature. The obtained re-
sults for the Nusselt number and the corresponding numerical re-
sults of Rohsenow et al.@11#, are shown in Table 1. The results of
both methods are in close agreement. The maximum deviation in
the value of Nusselt number is 2.53 percent ats̄50.1 and the
mean deviation along the axial coordinate is less than 1,1 percent.
The deviation of 2.53 percent between our predicted Nusselt num-
ber and that in Rohsenow et al. is due to different numerical tech-
niques. Their solutions are obtained by using the iterative extrapo-
lated Liebmann method.

Table 2 represents the variation of mean Nusselt number Nu,
friction product f Re and thermal entrance lengthLth against the

Fig. 1 Duct of square cross section containing four equal thin
symmetrical fins
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fin heightH, along with the numerical results of Rohsenow et al.
@11#. Comparing our results forf Re with those obtained by
Rohsenow~Table 2,H50!, it is obtained very close agreement
with maximum deviation 1,138 percent and mean deviation 0.75
percent. For the thermal entrance length, the deviation is less than
1 percent.

To the authors knowledge, results for the Nusselt number of
square finned duct with~T! thermal boundary condition, do not
appear in the corresponding literature till now.

Results and Discussion
Figure 2 represents the axial velocityw of the fluid flow along

the lengthA8A positioned atx50.5, as it is shown in Fig. 1. For
the fin heightsH50, 0.25, 0.625, and 0.75, it is obvious that the
maximum value of axial velocity decreases as fin heightH in-
creases, owing to additional surface area provided by the fins with
no slip velocity boundary condition.

Figure 3 represents the friction factor productf Re against the
fin heightH, together with the results of Rohsenow et al.@11#. It is
observed that fromH50 to 0.4, f Re increases at about 75 per-

cent, fromH50.4 to 0.75 about 200 percent and fromH50.75 to
1 only about 10 percent reaching its maximum value asH tends to
unity. This is due to the fact that fins with heights between 0.25
and 0.8 introduce substantial surface area into the duct, reducing
strongly the bulk velocity distribution because of the imposed no
slip condition. On the contrary, fins with smaller heights than
0.25, or even larger heights than 0.8, do not affect strongly any
further the corresponding velocity distributions and consequently
the variation of the values of friction factor. The following expres-
sion is proposed for the friction factor productf Re as a function
of the fin heightH:

f Re513.6345144.551•e24.85~20.9351H !2
. (12)

The maximum deviation between the values of the above equation
and the results of Rohsenow et al.@11#, is about 2.8 percent at fin
heightH50.625.

In the region of fully developed hydrodynamic and thermal
flow with s̄@0.1 the values of the friction productf Re, mean
Nusselt number Nu and of the thermal entrance lengthLth against
the fin heightH, together with the results of Rohsenow et al.@11#,
are presented in Table 2. It is observed that the mean Nusselt
number fromH50 to 0.4 increases about 40 percent, fromH
50.4 to 0.75 about 186 percent and fromH50.75 to 1 about 0.67
percent reaching its maximum.

Figure 4 represents the variation of mean local Nusselt number
Nu(s̄) in the developing region for the values of the fin hightH
50, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, and 1. For each fin height
H, the mean Nusselt number Nu takes higher values in the en-

Fig. 2 Variation of the axial velocity along A 8A axis for fin
height HÄ0, 0.25, 0.625, and 0.75

Fig. 3 Variation of the friction factor product as a function of
fin height H

Fig. 4 Mean Nusselt number variation in the entrance region,
at each fin height

Table 1 Variation of the Nusselt number Nu in the entrance
region as a function of axial length s for square ducts without
fins „HÄ0…

Table 2 Variation of friction factor f Re, mean Nusselt Number
Nu and thermal entrance length Lth , as functions of fin height
H in the developed region „†* ‡ refer to Rohsenow et al. †11‡…
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trance region than in the fully developed region. This is due to the
much larger velocity and temperature gradients which take place
in the entrance region with respect to the corresponding ones in
the fully developed region. As the fin heightH varies fromH
50 to 1, the mean Nusselt number Nu profiles along the axial
distances̄ increase in both the entrance and the developed region.
Obviously, the increase of the fin heightH introduces surface area
yelding the increase of the heat transfer coefficient which is mea-
sured by the Nusselt number.

Figure 5 represents the variation of the fully developed mean
Nusselt number values Nu~for T boundary condition! as a func-
tion of fin heightH, together with the results of Rohsenow et al.
@11# for theH1 boundary condition. As we saw before in the case
of friction factor productf Re ~Fig. 3!, the same situation occurs:
the fully developed values of mean Nusselt number increase
gradually as fin heightH increases fromH50 to about H
'0.73. From this critical value and more, the mean Nusselt num-
ber yields almost constant. It is observed that the profile ofNu
under theT boundary condition takes lower values than the cor-
responding one obtained under theH1 boundary condition for all
values of the fin heightH. The reason is that the axial uniform
wall heat flux, in the case ofH1 boundary condition, generates
additional heat transfer in the fluid along the axial surface wall of
the duct, which is added to the explicit heat transfer which takes
place, in the case ofT condition, between the wall and the bulk of
the fluid along the cross section of the duct.

The following expression is proposed for the Nusselt number of
fully developed flow as a function of fin heightH:

Nu512.201752
8,96497

11e~H20.58805!/0.06252. (13)

The maximum deviation between the profiles of the above expres-
sion and those of Fig. 4 is about 4 percent.

Very interesting for engineering applications is Fig. 6, which
represents the ratio of Nusselt numberNu to the friction product
f Re, in the thermally fully developed region, against the fin hight
H. It is observed that this ratio takes its maximum value at about
H50.73. The last fin height 0.73, practically leads to the maxi-
mum heat transfer coefficient with respect to the local value of the
friction factor. At the fin height 0.43 the ratioNu/ f Re reaches its
minimum value. Fig. 7 represents the variation of the temperature
of the flow, along theA8A length, for the axial distancess̄
50.005, 0.05, 0.1 and fin heightH50.25.

Figure 8 represents the variation of the thermal entrance length
Lth ~the axial position where the local mean Nusselt number be-
comes 1.05 times the value of the mean Nusselt number in the
thermally fully developed flow! against fin heightH. It is ob-
served thatLth increases slightly fromH50 to H50.45 ~about
22 percent!and decreases gradually fromH50.45 to aboutH
50.73 ~about 75 percent! while for H>0.73, Lth yields almost
constant.

From Figs. 5 and 8, it is observed that the most dramatic reduc-
tion of thermal entrance length, in the region of fin heights be-
tween 0.45 and 0.75, follows the increase of the Nusselt number
in the same region. As the fin height increases providing addi-

Fig. 5 Variation of mean Nusselt number in the developed re-
gion as a function of fin height H

Fig. 6 Variation of the ratio Nu Õf Re in the developed region,
as a function of fin height H

Fig. 7 Temperature distribution along A 8A axis for axial dis-
tances s̄Ä0.005, 0.05, 0.1 and HÄ0.25

Fig. 8 The thermal entrance length Lth variation as a function
of fin height H
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tional surface area, the heat transfer increases yielding respec-
tively to the establishment of the thermal boundary layer, reducing
the corresponding thermal entrance length.

Concluding Remarks
Friction factor productf Re and mean Nusselt numberNu of

the thermally developed flow, increase as fin heightH increases,
till the critical valuesH50.85 andH50.73 respectively. The
mean Nusselt number of the thermally developing flow increases,
as fin heighH increases, too.

The ratioNu/ f Re, interesting in engineering applications, takes
the maximum value at fin heightH50.73. At this fin height, the
maximum heat transfer with respect to the local value of the fric-
tion factor.

The thermal entrance lengthLth increases as fin height varies
from H50 to H50.45 and decreases steeply fromH50.45 to
0.73.

Nomenclature

Cp 5 heat capacity of the fluid
Dh 5 hydraulic diameter of square duct without fins,

(54E/P52a)
E 5 cross section area
f 5 friction factor

H8 5 fin height ~Fig. 1!
H 5 fin height, dimensionless, (5H8/a)
h 5 heat transfer coefficient
k 5 heat conduction coefficient of the fluid

Lth 5 thermal entrance length
Nu 5 local Nusselt number, (5hDh /k)
Nu 5 local mean Nusselt number, Eq.~10!

P 5 fluid pressure~dimensioned!
Pr 5 Prandtl number, (5mCp/k)
Re 5 Reynolds number, (5rwmDh /m)

s 5 axial coordinate~dimensioned!
s̄ 5 dimensionless axial coordinate, (5s/2a Re Pr)

t8 5 time ~dimensioned!
t 5 dimensionless time, (5t8m/ra2)

T 5 temperature of the fluid~dimensioned!

T̄ 5 dimensionless temperature, (5T2Tw/To2Tw)
Tw 5 wall temperature~dimensioned!
Tw 5 dimensionless wall temperature,~50!
To 5 inlet temperature~dimensioned!
To 5 dimensionless inlet temperature,~51!

Tm 5 dimensionless bulk fluid temperature, Eq.~9!
w 5 axial velocity ~dimensioned!
w̄ 5 dimensionless axial velocity, (52mw/a2(dP/ds))

wm 5 mean axial velocity,~dimensioned!
w̄m 5 dimensionless mean axial velocity, Eq.~3!

x 5 coordinate, dimensioned~Fig. 1!
x̄ 5 dimensionless coordinate, (5x/a)
y 5 coordinate, dimensioned~Fig. 1!
ȳ 5 dimensionless coordinate, (5y/a)

Greek Symbols

2a 5 length of the edge of the cross section~Fig. 1!
« 5 parameter, Eq.~11!
m 5 fluid viscosity
r 5 fluid density
P 5 perimeter of the square cross section

References
@1# Nandakumar, K., and Masliyah, J. A., 1975, ‘‘Fully Developed Viscous Flow

in Internally Finned Tubes,’’ Chem. Eng. J.,10, pp. 113–120.
@2# Soliman, H. M., and Feingold, A., 1977, ‘‘Analysis of Fully Developed Lami-

nar Flow in Longitudinal Internally Finned Tubes,’’ Chem. Eng. J.,14, pp.
119–128.

@3# Soliman, H. M., Chau, T. S., and Trupp, A. C., 1980, ‘‘Analysis of Laminar
Heat Transfer in Internally Finned Tubes with Uniform Outside Wall Tempera-
ture,’’ ASME J. Heat Transfer,102, pp. 598–604.

@4# Masliyah, J. H., and Nandakumar, K., 1976, ‘‘Heat Transfer in Internally
Finned Tubes,’’ ASME J. Heat Transfer,98, pp. 257–261.

@5# Hu, H., and Chang, Y. P., 1973, ‘‘Optimization of Finned Tubes for Heat
Transfer in Laminar Flow,’’ ASME J. Heat Transfer,95, pp. 332–338.

@6# Rustum, I. M., and Soliman, H. M., 1988, ‘‘Numerical Analysis Of Laminar
Forced Convection in the Entrance Region of Tubes with Longitudinal Internal
Fins,’’ ASME J. Heat Transfer,110, pp. 310–313.

@7# Prakash, C., and Liu, Ye-Di., 1985, ‘‘Analysis of Laminar Flow and Heat
Transfer in the Entrance Region of an Internally Finned Circular Duct,’’ASME
J. Heat Transfer,107, pp. 84–91.

@8# Prakash, C., and Patankar, S. V., 1981, ‘‘Combined Free and Forced Convec-
tion in Vertical Tubes With Radial Internal Fins,’’ASME J. Heat Transfer,103,
pp. 566–572.

@9# Dong, Z. F., and Ebadian, M. A., 1992, ‘‘Convective and Radiative Heat Trans-
fer in the Entrance Region of an Elliptic Duct with Fins,’’ Numer. Heat Trans-
fer, 21, pp. 91–107.

@10# Dong, Z. F., and Ebadian, M. A., 1991, ‘‘A Numerical Analysis of Thermally
Developing Flow in Elliptic Ducts with Internal Fins,’’ Int. J. Heat Mass
Transf.,12, No. 2, pp. 166–172.

@11# Rohsenow, W. M., Hartnett, J. P., and Cho, Y. I., 1998,Handbook of Heat
Transfer, Mc Graw Hill, New York.

@12# Aggarwala, B. D., and Gangal, M. K., 1976, ‘‘Heat Transfer in Rectangular
Ducts with Fins from Opposite Walls,’’ ZAMM,56, pp. 253–266.

@13# Gangal, M. K., and Aggarwala, B. D., 1977, ‘‘Combined Free and Forced
Laminar Convection in Internally Finned Square Ducts,’’ ZAMP,28, pp. 85–
96.

1034 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Xiaoyue Liu
Mem. ASME,

Mechanical Engineer,
GE Corporate Research and Development Center,

1 Research Circle,
Niskayuna, NY 12309

e-mail: LiuXi@crd.ge.com

Michael K. Jensen
Fellow ASME,

Professor,
Department of Mechanical,

Aerospace and Nuclear Engineering,
Rensselaer Polytechnic Institute,

Troy, NY 12180-3590
e-mail: JenseM@rpi.edu

Geometry Effects on Turbulent
Flow and Heat Transfer in
Internally Finned Tubes
A parametric study has been performed on turbulent flow and heat transfer in internally
finned tubes. For a rectangular fin profile, the effects of fin number N, fin width s, fin
height H, and helix angleg were numerically investigated for the conditions of N510
;40, H50.03;0.1, s50.05;0.22,g510 deg;40 deg, and Re540,000. In addition,
the performance of three fin profiles—rectangle, triangle, and round crest—with the same
fin heights, width, and helix angles were compared for Reynolds numbers between 10,000
and 70,000. Rectangular and triangular fins behave similarly; for some geometric condi-
tions the round crest fin has lower friction factors and Nusselt numbers (17 and 10
percent, respectively) than the rectangular fin. However, when the number of fins is large,
the round crest fin can have larger friction factors (about 16 percent). Damping of tur-
bulence energy in the interfin region is credited for the reversal of the typical trends.
@DOI: 10.1115/1.1409267#

Introduction
Internally finned tubes are one of the most widely used passive

heat transfer enhancement techniques, especially in the chemical
process and petroleum industries. Finned tubes are used to reduce
the size of a heat exchanger required for a specified heat duty,
increase the heat duty of an existing heat exchanger, reduce the
approach temperature difference needed for a given heat duty, and
reduce the pumping power.

Internally finned tubes perform differently depending on
whether the flow is laminar or turbulent. For laminar flow and
heat transfer, a comprehensive experimental and numerical inves-
tigation has been performed for variable fluid properties, mixed
convection, and entrance flows in a variety of geometries by
Shome and Jensen@1,2#. The current research focuses on turbulent
flow and heat transfer.

The majority of early investigations~see Bergles et al.@3# for a
complete listing, and Liu@4# for a review!on turbulent heat trans-
fer and pressure drop for flows in internally finned tubes were
experimental. These studies examined the overall performance in
terms of circumferentially averaged friction factors and heat trans-
fer coefficients, and examined the effects of three gross param-
eters: number of finsN, fin height H, and helix angleg ~e.g.,
Carnavos@5,6#, and Jensen and Vlakancic@7#!. Rectangular fins
were implicitly assumed in all the studies. Because of the wide
range of fin geometries and Reynolds numbers covered in their
experiments, Jensen and Vlankancic@7# suggested different gov-
erning processes between ‘‘tall fin’’ and ‘‘micro-fin’’ tubes. In ad-
dition, a fourth parameter, fin widths, was shown to have a strong
influence on the results. Fin profile has not been studied in any of
the experimental investigations.

Experimental data for turbulent flow fields and local heat trans-
fer coefficients in internally finned tubes are very limited~Liu and
Jensen@8#!. Existing turbulent flow field data are on longitudinally
finned tubes with tall fin heights and small numbers of fins~Trupp
et al.@9# and Edwards et al.@10#!. While these data are useful, the
tubes tested are not representative of what is used in industry.

Numerical investigations of fully developed turbulent flow and
heat transfer in internally finned tubes are limited, too. While Liu
and Jensen@8# investigated spiral rectangular fins, Patankar et al.
@11#, Said and Trupp@12#, and Edwards and Jensen@13# used

longitudinal rectangular fins and incorporated other simplifying
assumption. Liu and Jensen@8# used an unstructured finite-volume
method with a two-layer turbulence model to capture the near-
wall turbulence in two spirally finned tubes. The circumferentially
averaged friction factors and Nusselt numbers compared well with
the experimental data of Jensen and Vlakancic@7#. The numerical
schemes, turbulence models, grid independence, and periodically
fully developed boundary conditions were carefully validated so
that they could be used for further parametric studies.

Comparisons between different internally finned tubes to deter-
mine the effect of one of the gross tube parameters are fraught
with problems. In experiments, many geometric parameters, but
not all, can be held constant, thus resulting in uncertainties in
comparisons and evaluations. Other parameters, such as fin width,
have been studied only slightly.

Hence, the first objective is to explore the effect of four geo-
metric parameters~number of fins, fin height, fin width, and helix
angle, as shown in Fig. 1! for rectangular fins with fully devel-
oped turbulent flow and heat transfer in internally finned tubes
using realistic flow conditions. To cover wide ranges of the four
parameters and Reynolds numbers would be prohibitively expen-
sive in terms of time and cost. The results of previous numerical
and experimental studies indicate Nusselt numbers and friction
factors generally are linear function of Reynolds number, except
for micro-finned tubes at low Reynolds numbers~<10,000!.
Based on industrial practice, a representative Reynolds number of
40,000 and geometric parameters of 10<N<40, 0.03<H<0.1,
0.05<s<0.22, and 10<g<40 deg were studied. Angles greater
than 45 deg could not be investigated because of limitations in
numerical accuracy and stability.

Investigators have speculated that fin profile must have some
influence on performance. Examination of actual fins shows a
variety of profiles. However, to the authors’ knowledge, no re-
search has addressed fin profile effects. To investigate fully the
effect of fin profile in addition to the geometric combinations
would be a very daunting task, and to experimentally investigate
fin profile effects would be very difficult without any theoretical
guidance. Therefore, the second objective is a limited numerical
investigation on the effects of fin profiles on friction factors and
Nusselt numbers and to speculate on governing mechanisms.

Three different fin profiles with different number of fins and fin
height were used: rectangular, triangular, and round crest, as
shown in Fig. 2 and Table 1. All different fin profiles in the same
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group maintained the same fin height, base fin width, number of
fins, and helix angle, so that the geometric difference was only the
fin profile.

Numerical Analysis
Taking advantage of the typically large tube length-to-diameter

ratio, entrance effects are ignored. Thus, the emphasis is on cap-
turing the ‘‘periodically fully developed’’ flow characteristics and
related heat transfer performance.

Computational Geometry Model. Internally finned tubes
~see Fig. 1!have a rotational repeatedness~Kelkar et al. @14#!
about the tube axis in the cross-section of the tube, i.e., the cross-
section geometry does not change if rotated around the center axis
by an anglea52p/N. Thus, only one fin needs to be included in
the computational domain. Because the helical fins are formed by
spiral extrusion along the tube axis, geometric periodicity also
exists in the longitudinal direction. The helix angle is defined as
g5arctan(2pR/NLpitch), whereLpitch is one pitch~i.e., the longi-
tudinal distance between two fins!, and two cross-sections sepa-
rated by this distance have exactly the same local geometry di-
mensions and global spatial locations. The unit computational cell
has this length~see Fig. 3!.

For variables in Cartesian coordinates, the periodicity between
boundariesB3 andB4 is rotational, but the periodicity between
boundariesB1 andB2 is a mixed type of translation and rotation

because they are translated along the tube axis by one pitch and
also rotated about the tube axis by an angle ofa.

Boundary Conditions. Periodic boundary conditions must be
applied to the appropriate interfaces of the representative unit cell.
For velocity vectors on rotationally periodic boundaries, the ve-
locity components aligned with the axial direction remain the
same, and the circumferential velocities in one module must be
rotated with respect to the velocity field in a neighboring module.
In translationally periodic boundaries, the velocities at the inter-
faces are exactly the same.

These relationships may be mathematically formulated as
follows:

uB15uB2 cosa2vB2 sina;

vB15uB2 sina2vB2 cosa; wB15wB2

fB15fB2 ; uB45uB3 cosa2vB3 sina;

vB45uB4 sina2vB4 cosa

wB45wB3 ; pB45pB3 ; fB45fB3 , (1)

where u, v, w, are the three velocity components in Cartesian
coordinates,p is the pressure, andf is a scalar variable such as
turbulent kinetic energy or turbulence dissipation rate.

For fully developed flow, a periodic pressure boundary condi-
tion is applied by scaling the pressure in the momentum equations
with p85p2bz, andb5(pB22pB1)/Lpitch. b is then put into the
source terms of the momentum equations as the driving force of
the pipe flow.

For the experimental conditions of Jensen and Vlakancic@7#,
the fin efficiency was estimated by the method of Kern and Kraus
@15# to be about 100 percent. Hence, a constant wall temperature
boundary condition was used. However, similar to the pressure
distribution, the primitive temperature field is not periodic in the
longitudinal direction; the fluid temperature approaches the wall
temperature as the fluid flows through the tube. Once the flow is
far away from the tube inlet, the temperature difference between
the fluid’s bulk-mean temperature and the wall temperature decays
exponentially to zero, so that~Patankar et al.@16#!:

Fig. 1 The geometry of an internally finned tube

Fig. 2 Three fin profiles

Table 1 Parameters for different groups of fin profiles

Fig. 3 A computational model of an internally finned tube
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T~x,y,z!uB12Tw

TbB1
2Tw

5
T~x,y,z!uB22Tw

TbB2
2Tw

, (2)

whereTw is the wall temperature, andTbz is the local bulk-mean
temperature. Equation~2! defines a ‘‘periodically thermally devel-
oped’’module for a particular duct flow with periodically varying
geometries in the main flow stream direction. The above equation
dictates that the shapes of the non-dimensionalized temperature
profiles on the periodic boundariesB1 andB2 are the same, and
periodic boundary conditions are implemented by introducing a
non-dimensionalized temperature:

u5
T~x,y,z!2Tw

Tbz
2Tw

. (3)

So that

u~x,y!uB15u~x,y!uB2 . (4)

Low Reynolds Number k-« Model. The high-Reynolds
number turbulence model is only applicable to fully turbulent
flows, where the molecular viscous effect is not significant. The
present operating conditions are in the relatively low Re region,
and the characteristic length scale of the fins are comparable to the
length scale of the viscous sublayer. Thus, the flow is split into a
fully turbulent core region and a near-wall region. A high Re
number turbulence model is applied to the fully turbulent core
region and a one-equation turbulence model specially designed for
capturing near-wall turbulence characteristics is applied in the
near-wall region. The two-layer low-Reynolds number turbulence
model proposed by Norris and Reynolds@17# is adopted in this
study.

The turbulent kinetic energy equation is as follows:

]ruik

]xi
2

]

]xj
S m t

sk

]k

]xj
D5Pk2r«. (5)

In the Norris and Reynolds model:

«5
k3/2

l «
S 11

C«

Rey
D ; m t5Cmr f m

k2

«
; l «5Cm

23/4ky;

f m512expS 2
Rey

Am
D . (6)

The above model reflects the correct length scale variation in
the near-wall region and satisfies the requirement of«5«wall as
y→0. The values of constants in above turbulence model are as
follows ~see STAR-CD manual@18# and Liu @4#!:

sk51.0; C«55.3; Cm50.09; k50.42; Am550.5. (7)

Results and Discussions

Comparison of Numerical Results With Experimental Data.
As shown in an earlier paper~Liu and Jensen@8#!, the CFD code
STAR-CD @17# was used to simulate the spirally finned tubes, and
the results were benchmarked against the experimental data of
Jensen and Vlakancic@7# for validating mesh independence, com-
putational convergence, and the turbulence model. During the nu-
merical validation process, two or three periods were used for
confirming the longitudinal periodicity of the computational
model.

The comparison of friction factors is shown in Fig. 4~a! for tube
Fin1, which is a ‘‘micro-fin’’ tube withN530, H50.03 andg
530 deg. The friction factors matched the experimental data well.
Although the predicted friction factors were all underestimated,
they had the same variation in curvature as the experimental data.
The maximum deviation between the two sets of results was about
10 percent. The Nu comparison between the computational and
experimental data is presented in Fig. 4~b!. Nu was favorably
predicted with a 6 percent maximum difference between the ex-
perimental and computational results.

A similar comparison was carried out withN58, H50.1 and
g530 deg. Both friction factors and Nusselt numbers matched
Vlakancic’s data well, with maximum deviations of 6 percent and
17 percent, respectively. The largest Nusselt number deviation be-
tween the experimental and computed data occurred at Re
570,000, which may be caused by the isotropic turbulence model,
which is not able to capture the anisotropic turbulence. Note that
the friction factor and Nusselt number are all based on the
nominal diameter of the tube for convenience of performance
comparisons.

The experimental errors in the measurement system are also
presented in the above figures, which are typically about64 per-
cent but higher at larger Re. The analysis of experimental uncer-
tainties can be found in Vlakancic@19#. Note that on all figures,
the smooth tube heat transfer coefficient is calculated with the
Gnielinski correlation@20#.

Parametric Study of the Geometric Effects of Rectangular
Fins

Effect of the Number of Fins.The variation in friction factors
and Nusselt numbers with the helix angle and the number of fins
is presented in Figs. 5~a!and 5~b!, respectively. Both quantities
increase with an increase in the number of fins and helix angle.
The fin plays an important role in delivering heat transfer from the
solid walls to the flowing fluid, especially at the sharp corner on
the fin’s windward side. More fins mean that there are more sharp
corners producing wall shear stresses, pressure resistance, and
also heat transfer, so that both friction factors and Nusselt num-
bers are increased. However, when the number of fins becomes
large, the friction factors and Nusselt numbers are suppressed.
This will be discussed below.

The heat transfer area increase versus the increase in the num-
ber of fins and helix angle is presented in Table 2. Comparison of
the heat transfer area variation with the Nusselt number change

Fig. 4 „a… The comparison of the predicted friction factors with
experimental data for Fin 1; and „b… the comparison of the pre-
dicted Nusselt numbers with experimental data for Fin 1.
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indicates the Nusselt number increases by 36 percent fromN
510 to 40 for a 30 deg helix angle with a corresponding heat
transfer area increase of 50 percent. This means that the heat
transfer per unit area forN540 is smaller than that forN510,
though the tube withN540 delivers more overall heat transfer.
The physical reason for this phenomenon is that stronger viscous
effects in the narrower interfin passage suppress heat transfer from
the fin root and tube surface.

Effect of the Helix Angle. The variation of friction factors
with the helix angle is shown in Fig. 5~a!. The Reynolds number,
fin height, and fin width are the same as for the previous compari-
sons, and the number of fins ranges fromN510 to N540. For
N510 and with the helix angle increasing from 10 deg to 40 deg,
the friction factor increases 77 percent. A similar increase is ex-
perienced withN540. The variation in the friction factor with
helix angle is basically independent of the number of fins. The

detailed flow field shows that the circumferential velocities in-
crease with helix angle. These velocities are generated by the
incoming axial flow impinging on the solid walls of the fin. A
larger helix angle causes more windward-side solid wall area to be
exposed to the incoming flow, so that stronger flow impingement
causes higher wall shear stresses and pressure resistance. As the
helix angle becomes larger, the pressure resistance also increases.

The helix angle effects on the Nusselt numbers are presented in
Fig. 5~b!. For instance, withN530, the Nusselt number increases
41 percent with a helix angle increase from 10 deg to 40 deg. As
discussed before, a larger helix angle makes the windward side of
the fin more inclined to the incoming flow, so that stronger inter-
actions between the fin and the fluid flow are generated, and heat
transfer is enhanced.

Comparing the heat transfer area variation~Table 2!with the
Nusselt number change, the Nusselt number increases by 41 per-
cent withg510 deg to 40 deg andN530, but the corresponding
heat transfer area increase is only 12 percent. This means that the
heat transfer per unit area atg540 deg is much larger than that at
g510 deg. On the other hand, for a helix angle of 30 deg, vary-
ing N from 10 to 40 resulted in a 36 percent increase in Nusselt
number, but at the expense of a 50 percent increase in heat trans-
fer area.

Effect of Fin Height. For N530, the variations in the friction
factors and Nusselt numbers with fin height increase are presented
in Figs. 6~a!and 6~b!, respectively. The general trend is that both
friction factors and Nusselt numbers increase with the increase of
fin height. However, the friction factors and Nusselt numbers do
not increase greatly with fin height increase if the helix angle
remains small~,20 deg!. When the helix angle is greater than 20
deg, the fin height variation causes a dramatic increase. A large
helix angle is the determinant for strong interactions between the
fin and fluid flow. Hence, as the fin becomes taller, more heat
transfer area is added, and the interaction between the fin tip and
the fluid flow is strengthened.

Combining information from Table 3 and Fig. 6~b!, for g
530 deg, a 50 percent Nusselt number increase is gained with a
59 percent heat transfer area increase. The heat transfer rate per
unit area for the tube withH50.03 is approximately the same as
that for H50.10. Increasing the fin height for this geometry does
not dramatically change the fluid flow and heat transfer character-
istics. Rather, the heat transfer is enhanced by the heat transfer
area increase.

Typical Local Distributions of Friction Factors and Nusselt
Numbers. The circumferentially local friction factors along the
local coordinate of the fin and tube are presented in Fig. 7~a! for
Re540,000 for the tube withN530, H50.06, s50.05, andg
530 deg. The total wall resistance of spirally finned tubes is com-
posed of the axial components of the wall shear stresses and the

Table 2 Heat transfer area increase with HÄ0.06 and sÄ0.05

Table 3 Heat transfer area increase with NÄ30 and sÄ0.05

Fig. 5 „a… The effect of helix angle and number of fins on fric-
tion factors; and „b… the effect of helix angle and number of fins
on Nusselt numbers.
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form drag caused by pressure forces on the solid walls. Therefore,
three local friction factors are used to represent the effects of the
local wall shear stresses, pressure resistance, and total resistance,
which are normalized with the average friction factor based on the
hydraulic diameter.~Hydraulic diameter is used here so that inte-
gration of the non-dimensionalized local distribution equals
unity.! The local coordinate was divided into the fin’s leeward
section, the fin’s tip section, the fin’s windward section, and the
base tube surface, as shown in Fig. 1. The contribution from each
section of the solid wall to the total flow resistance forces,F
~which is the integration of local axial shear stresses and pressure
forces on these solid walls! is given at the top of the figure. Dur-
ing the data reduction process, the local resistance forces were
integrated to obtain the circumferentially friction factor. This fric-
tion factor compared well with that deduced from the pressure
drop.~Refined grids were used at the fin tip corners to investigate
the spikes. While the magnitude of the ‘‘peaks’’ did vary, their
effect on the integrated averagef and Nu was negligible. The
singularity in the geometry of the corners may have produced
these spikes and, thus, may be a numerical artifact.!

Figure 7~a!shows that the wall resistance has a more uniform
distribution on the fin tip and tube surface than on the leeward and
windward sides. The wall shear forces on the fin tip and tube
surface contributed about 28 percent of the total resistance force at
Re540,000. The resistance on the fin’s leeward side was much
smaller compared with the windward side. The windward side
caused much of the resistance both from wall shear stresses and
pressure resistance, especially in the high Re number region.

The local Nu number distribution for the same tube and the
percentage of the total heat transfer,Q, delivered by each section
of the solid wall are presented in Fig. 7~b!. The pipe surface
contributed about 41 percent of the total heat transfer. The fin’s
leeward side contributed the least. Similar to the wall resistance
distribution, the Nusselt number distribution is more uniform on
the fin tip and tube surface than on the leeward and windward
sides. The local Nu number reached its highest value at the fin’s

sharp, upper corner, which is explained by the flow pattern: the
flow impinges on the sharp corner thus promoting heat transfer.
With a decrease of Re number, the fin tip section delivered more
heat transfer, and the heat transfer through the pipe surface de-
creased. The reason is that the turbulence level in the interfin
region decreases as Re decreases and the thermal resistance
caused by the viscous layer increase. Hence, the relative propor-
tion of the heat transfer through the fin tip surface increases.

Effect of Fin Width. The effect of fin width on friction factors
and Nusselt numbers are presented in Figs. 8~a! and 8~b!, for the
condition withN536, H50.06,g525 deg, and Re540,000. For
N536, the friction factors and Nusselt numbers decrease with an
increase of fin width. For the second tube withN522, the friction
factors and Nusselt numbers increase with an increase in fin width
in the beginning, then peak and fall with a further increase in fin
width. The striking feature of the above results is that the fin width
has a totally different effect on the friction factors and Nusselt
numbers for different numbers of fins.

Comparing the numerical results and the experimental data of
Jensen and Vlakancic@7# ~Figs. 8~a!and 8~b!!, it can be seen that
the numerical results match with the experimental data very well.
For N522, the large fin width promotes the heat transfer and
friction factors, which compensates for the effects of fewer fins.
For N536, the smaller interfin region suppresses the heat transfer
and friction factors, which cancels out the effects of the larger
number of fins. Eventually, the two internally finned tubes with
different fin numbers have almost the same friction factors and
Nusselt numbers.

The turbulent kinetic energy, which is useful in assessing flow

Fig. 6 „a… The effect of fin height on friction factors „NÄ30…;
and „b… the effect of fin height on Nusselt numbers „NÄ30….

Fig. 7 „a… The local friction factor distribution for a rectangular
fin „NÄ36, HÄ0.06, gÄ25 deg, and sÄ0.1…; and „b… the local
Nusselt number distribution for a rectangular fin „NÄ36, H
Ä0.06, gÄ25 deg, and sÄ0.1….

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1039

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and heat transfer behavior, on the interfin bisector is presented in
Fig. 9~a!for different non-dimensional fin widths for the tube with
N522,H50.06,g525 deg, and Re540,000. As can be seen, the
turbulent kinetic energy increases with an increase in the non-
dimensional fin width, which means that more turbulent kinetic
energy is generated by the solid walls because of the decreased
interfin region, especially near the fin-tip region. The strengthened
turbulent kinetic energy enhances heat transfer from the near-wall
region to the flow core region. However, the turbulence also costs
pumping power, so that friction factors are increased.

For the tube withN536, H50.06, g525 deg, the turbulent
kinetic energy on the interfin bisector is presented in Fig. 9~b!. In
contrast to the previous tube, the turbulent kinetic energy de-
creases with an increase in non-dimensional fin width, which
means that less turbulent kinetic energy is generated by the solid
walls because of the decreased interfin region, especially near the
fin-tip region. Thus, both friction factor and Nusselt number
decrease.

The Effect of Fin Profile for NÄ30, HÄ0.1,gÄ30 deg, and
sÄ0.083. Friction factor comparisons among for the three dif-
ferent fin profiles are presented in Fig. 10~a!. The friction factors
in the tube with the round crest are the lowest; the rectangular and
triangular fins have similar behavior, with the largest difference
between the round crest and rectangular fin being as high as 15.5
percent at Re570,000. The trend in the Nusselt numbers is similar
to that of the friction factors, as shown in Fig. 10~b!, but the
Nusselt number difference has a maximum of about 10.4 percent
at Re570,000. Comparable runs were made withN514 with the
other three parameters the same as above~see Liu@4# for details!.
The trends in the data were similar. However, the largest variation
in the friction factor was only 9.9 percent; for the Nusselt number,
the largest variation was 5 percent.

Normalized circumferentially local friction factor and Nusselt
number distributions are presented in Figs. 11~a! and 11~b!re-
spectively, for the round crest fin profile.~The rectangular and

Fig. 9 „a… The turbulent kinetic energy on the interfin bisector
for „NÄ22, HÄ0.06, and gÄ25 deg…; and „b… the turbulent ki-
netic energy on the interfin bisector for „NÄ36, HÄ0.06, and
gÄ25 deg….

Fig. 10 „a… The friction factor comparison for different fin pro-
files „NÄ30, HÄ0.10, gÄ30 deg, and sÄ0.083…; and „b… the
Nusselt number comparison for different fin profiles „NÄ30,
HÄ0.10, gÄ30 deg, and sÄ0.083….

Fig. 8 „a… The comparison of fin width effect on friction factor
with different number of fins; and „b… the comparison of fin
width effect on Nusselt number with different number of fins.
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triangular fin profiles are similar to these presented in Fig. 11.! At
the top of each figure, the contribution to the overall friction factor
and Nusselt number is given of each part of the fin/tube surface.
For all three fins, the windward side of the fin contributed most to
the overall friction factor; the base tube contributed little. A simi-
lar trend can be observed with the Nusselt number. The peak
values of the local shear resistance and Nusselt numbers for the
rectangular fin are at the sharp corner at the tip of the windward
side. For the triangular fin, the peak values are also near the sharp
fin tip in the windward side. For the round-crest fin, the highest
values of friction factors and Nusselt numbers are much lower
than those in the rectangular and triangular fin profiles. The sharp
corners produce more turbulence than the smooth surface on the
round crest, thus enhancing flow resistance and heat transfer.

Table 4 presents the ratio of overall Nusselt number and friction

factor compared to a corresponding smooth tube, fraction of total
heat transfer and flow resistance through a single fin, fraction of
pressure resistance in total flow resistance~form drag!, and heat
transfer area increase. The fin surface delivered more than 75
percent of total the heat transfer and flow resistance for each of
the three fin profiles. However, the rectangular and triangle fin
profiles produced more heat transfer and flow resistance than the
round-crest fin profile. The round-crest fin profile reduced the im-
pingement interaction between the solid wall and fluid flow by
adding a more streamlined surface on the fin tip, so that both shear
resistance and pressure resistance were dramatically decreased.

Note that the proportion of the total friction due to the pressure
resistance is smaller withN530 than that forN514 for all of the
fin profiles. For the rectangular, triangular, and round crest fins for
N514, the value ofFpress/F are, respectively, 0.345, 0.338, and
0.318. Apparently, this is because a larger number of fins reduce
the interfin region, so that the impingement area is much more
restricted for each fin. Usually, the higher the fraction of pressure
resistance in the total resistance, the lower is the efficiency index,
(Nu/Nusmooth)/( f / f smooth). This is shown by the data in Table 4.

The Effect of the Fin Profile for N536, H50.06, g525 deg,
and s50.1. For a shorter fin (H50.06) and slightly differentN,
g, ands than before, the friction factors and Nusselt numbers for
triangular fins are very similar to those of a rectangular fin; hence,
only rectangular and round-crest fin profiles are discussed below.
Friction factors are presented in Fig. 12~a!, Nusselt numbers are
shown in Fig. 12~b!. At high Reynolds numbers, the difference in
friction factors between the two fins is very small. At Re
510,000, there is about a 15.5 percent difference. The most sur-
prising result is that the round-crest fin friction factors are higher
than those of the rectangular fin profile, a result which is totally
different from the previous results. For the Nusselt numbers al-
most no difference was noted between the two fins. Again, this is
considerably different that the previous results.

The general trends for the local friction factors and Nusselt
numbers for the two fin profiles are similar to those discussed in
the previous section. However, the contribution from each section
of the solid walls to the overall Nusselt numbers and friction
factors is quite different. These values are summarized in Table 5
for Re570,000 and Table 6 for Re510,000

Table 5 shows that the increase in friction factor and Nusselt
number compared to a smooth tube is smaller than that of the
corresponding tubes discussed in Table 4. This is caused by the
lower fin height, smaller interfin region, and helix angle. The rect-
angular and round-crest fin profiles produced the same heat trans-
fer and total flow resistance, although their heat transfer areas
were very different. This contradicts the previous conclusion that
the sharp corners and impingement effects on rectangular and tri-
angular fins results in enhanced heat transfer and flow resistance.
However, the geometric difference here is that the interfin region
was made very small by the large fin width and number of fins.

Based on the discussion in the fin width effects in the paper of
Liu and Jensen@8# for rectangular fins, the effects of the small

Fig. 11 „a… The local friction factor distribution for the round
crest fin profile; and „b… the local Nusselt number distribution
for the round-crest fin profile.

Table 4 The effect of heat transfer and friction for group 2 fin profiles
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interfin region cancels out the impingement interaction between
the solid walls and fluid flow. Especially in the fin-root area, the
viscous effects on both sides of the fin walls and the tube surface
make this region almost a ‘‘dead’’ area, so that impingement on
the fin tip has a very weak effect on this region.

For the round-crest fin, the interfin passage is enlarged through
rounding out the fin tip. Although the interaction between a
smooth surface and fluid flow is weaker than that of a sharp cor-
ner, the enlarged interfin passage with the round crest is able to
pump more turbulence into the fin root region, so that more heat
transfer occurs with a larger friction factor at the same time. This
explains why the Nusselt numbers and friction factors are almost
the same at Re570,000.

At Re510,000, viscous effects are higher than those at high
Reynolds numbers, especially near the fin root in the interfin re-
gion. As shown in Table 6, the fin surface delivered more than 90
percent of the heat transfer and flow resistance for both rectangu-
lar and round fin profiles. Similar to Re570,000, the surface of
the rectangular fin delivered the same amount of heat transfer as
that of the round fin. The situation of friction factors was a little
different. The surface of the rectangular fin produced 97.7 percent
of total flow resistance and the surface of the round fin contributed
93.3 percent of total flow resistance. Considering that the overall
friction factor of the tube with the round-crest fin profile was
much higher than that of the tube with the rectangular fin profile,
the surface of round fin actually produced more flow resistance
than the rectangular fin profile.

As shown in Table 6, the pressure resistance caused by the
round fin-surface is dramatically larger than that of the rectangular
fin. The reason is that the fluid flow becomes more sensitive to the
interfin area change at a lower Reynolds number because the vis-
cous sublayer is very thick at this condition. For the rectangular
fin profile, the pressure resistance was only 6 percent of the total
resistance because strong viscous effects in the narrow interfin
passage almost eliminated the pressure resistance. In the round-
crest fin tube, the impingement effects were enhanced by the en-
larged interfin passage, so that the pressure resistance was dra-
matically increased. This explains why the overall friction factor
of the tube with round-crest fin profile is much higher than that of
the tube with rectangular fin profile.

Fig. 12 „a… The friction factor comparison for different fin pro-
files „NÄ36, HÄ0.06, gÄ25 deg, and sÄ0.1…; and „b… the Nus-
selt number comparison for different fin profiles „NÄ36, H
Ä0.06, gÄ25 deg, and sÄ0.1….

Table 5 The effect of heat transfer and friction for group 3 fin profiles

Table 6 The effect of heat transfer and friction for fin profile group 3
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Conclusions
A comprehensive numerical study on the effect of rectangular

fins on Nusselt numbers and friction factors in internally finned
tubes was conducted over a wide range of geometric conditions.
Based upon the results obtained, the following conclusions can be
drawn for rectangular fins:

1 Nusselt numbers and friction factors increase with an in-
crease of the number of fins~if the interfin region is not too small!
and helix angle. Larger helix angles generate stronger circumfer-
ential velocities, which enhance fluid mixing between the solid
walls and the core flow.

2 Increased fin height produces larger Nusselt numbers and
friction factors, but the increase is moderate at smaller helix
angles (g,20 deg). Wheng.20 deg, both heat transfer and
pressure drop increased greatly within the same fin-height varia-
tion range.

3 Adding fins and increasing fin width may increase or de-
crease heat transfer and friction factor. Variations in the interfin
region turbulence level determine the increase or decrease.

The impact of fin profile on friction factors and Nusselt num-
bers has been investigated. For rectangular, triangular, and round-
crest fins, fin profile does have a significant impact on the Nusselt
number and friction factor. By examining the local distributions,
the physical mechanisms were explored for the friction factor and
Nusselt number differences caused by different fin profiles. The
following conclusions can be drawn for fin profile effects:

1 Rectangular and triangular fin profiles have similar friction
factors and Nusselt numbers. Friction factors and Nusselt numbers
for round-crest fins are lower than those of rectangular and trian-
gular fin profiles if the interfin region remains large.

2 The strong interaction between the sharp corners on the
windward side of the rectangular fin tip and the fluid flow gener-
ated more turbulence than with the round-crest fin profile; this
interaction then promoted stronger heat transfer through the whole
fin surface and generated larger flow resistance. However, the
sharp-corner effects were diminished when the interfin passage is
small.

3 With a larger number of shorter fins, the rectangular and
triangular fin profiles behaved similarly, with only small differ-
ences at high Reynolds numbers. For Re510,000, the round-crest
fin friction factor was about 15.5 percent higher than that of a
rectangular fin. For the rectangular fin profile, the narrow interfin
region diminished impingement effects caused by the sharp cor-
ner. For the round-crest fin, rounding out the fin tip enlarged the
interfin region, so that the interaction between the fin and fluid
flow was greatly enhanced. Thus, while the rectangular and round-
crest fin tubes had the same friction factors and Nusselt numbers
at high Reynolds numbers, at low Re number, the friction factor of
the round-crest fin was much higher than that of a rectangular fin.

Acknowledgment
The National Science Foundation funded this research under

grant number CTS-9412596. This assistance was greatly appreci-
ated.

Nomenclature

Asmooth 5 the wall area of a smooth tube@m2#
Afin 5 the total heat transfer area of an internally-finned

tube @m2#
cp 5 specific heat at constant pressure@J/kgK#

di 5 inner, nominal diameter of tube@m#
e 5 fin height @m#

f, f h 5 fanning friction factor based on nominal or hy-
draulic diameter

f m 5 damping function for turbulent viscosity

f tw 5 local friction factor based on axial wall shear
stresses (5tw/0.5rwt

2)
f tp 5 local friction factor based on pressure resistance

(5tp/0.5rwt
2)

f local 5 total local friction factor (5 f tw
1 f tp

)
F f , Fl 5 axial flow resistance through the tip side, lee-

ward side, windward side,
Fw , Ft , F 5 tube surface of a fin, and the total wall area@N#

Fpress 5 total axial pressure resistance on the total wall
area@N#

h, hlocal 5 heat transfer coefficient, based on nominal or
local heat transfer area@W/m2K#

H 5 non-dimensional fin height (52e/di)
k 5 thermal conductivity@W/mK#; Turbulent kinetic

energy@m2/s2#
D l /L 5 non-dimensional circumferential local wall coor-

dinate~see Fig. 3!
l « 5 turbulence length scale@m#

Lpitch 5 one pitch length~the axial distance when a fin
spirally rotates by a helix angle! @m#

ṁ 5 mass flow rate@kg/s#
N 5 number of fins

Nu 5 Nusselt number based on nominal tube diameter
(5hdi /k)

Nulocal 5 local Nusselt number based on nominal tube
diameter (5hlocaldi /k)

p 5 pressure@Pa#
Pk 5 turbulence production
Pr 5 Prandtl number (5mcp /k)

Qf , Ql 5 heat transfer through the tip side, leeward side,
windward side,

Qw , Qt , Q 5 tube surface of a fin, and the total wall area@W#
R 5 tube radius@m#

Re 5 Reynolds number based on nominal tube diam-
eter (5wtdi /v)

Rey 5 turbulent Reynolds number (5k0.5y/v)
s 5 fin width @m#
T 5 temperature@K#

u, v, w 5 velocity components inx, y, z directions in Car-
tesian coordinates

ut 5 friction velocity @m/s#
wt 5 mean axial flow velocity based on tube nominal

diameter@m/s#
y1 5 non-dimensional wall distance (5yut /v)

Greek Symbols

a 5 circumferential angle between two fins
b 5 the ratio of pressure drop to tube length

Cm , C« 5 constants in turbulence model
k, sk 5 constants in turbulence model

Dp 5 pressure drop@Pa#
DTlm 5 log-mean temperature difference@K#

g 5 fin helix angle@degrees#
m 5 dynamic viscosity@Pa-s#

m t 5 turbulent Viscosity@Pa-s#
n 5 kinematic viscosity@m2 s21#
r 5 fluid density@kg/m3#

tw 5 axial wall shear stress@N/m2#
tp 5 axial wall pressure resistance@N/m2#

Subscripts

b 5 bulk
exp 5 experimental

h 5 hydraulic
lm 5 log-mean

min 5 minimum value
smooth 5 smooth tube
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New Theory for Forced
Convection Through Porous
Media by Fluids With
Temperature-Dependent Viscosity
A theoretical analysis is performed to predict the effects of a fluid with temperature-
dependent viscosity flowing through an isoflux-bounded porous medium channel. For
validation purposes, the thermo-hydraulic behavior of this system is obtained also by
solving numerically the differential balance equations. The conventional procedure for
predicting the numerical pressure-drop along the channel by using the global Hazen-
Dupuit-Darcy (HDD) model (also known as the Forchheimer-extended Darcy model),
with a representative viscosity for the channel calculated at maximum or minimum fluid
temperatures, is shown to fail drastically. Alternatively, new predictive theoretical global
pressure-drop equations are obtained using the differential form of the HDD model, and
validated against the numerical results. Heat transfer results from the new theory, in the
form of Nusselt numbers, are compared with earlier results for Darcy flow models (with
and without viscosity variation), and validated by using the numerical results. Limitations
of the new theory are highlighted and discussed.@DOI: 10.1115/1.1409268#
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Introduction
Recent texts on porous media that devote chapters on forced

convection@1,2#, general reviews on forced convection@3,4#, and
reviews specific to the use of permeable material to enhance
forced convection@5#, reveal the almost universal invocation of
the uniform viscosity assumption in analyzing forced convection
through porous media.

While strong interest in channel forced convection of clear flu-
ids with temperature-dependent viscosity has generated several
studies ~e.g., @6,7#!, not much attention has been given to the
porous media counterpart of the problem. This is particularly sur-
prising when considering the potential heat transfer enhancement
of using permeable media in convection heat transfer.

Driven by the several contemporary engineering applications,
from cooling of electronics@8,9# to porous journal bearings@10–
12#, the fundamental analysis of convection through porous media
by fluids with temperature-dependent viscosity is a necessary
foundation in support of new designs and the optimization of ex-
isting ones.

Ling and Dybbs@13# presented a pioneering theoretical inves-
tigation of the temperature-dependent fluid viscosity influence on
the forced convection through a semi-infinite porous medium
bounded by an isothermal flat plate. The fluid viscosity was mod-
eled as an inverse linear function of the fluid temperature, the flow
model followed the Darcy equation, and the results showed a very
strong influence of temperature-dependent viscosity on the heat
transfer from the flat plate.

Nield et al.@14# have presented a theoretical analysis of a simi-
lar configuration~parallel-plates channel, with isoflux heated sur-
faces, and fully developed velocity profile!, also invoking the
Darcy equation. Their analysis also showed an increase in the heat
transfer coefficient along the channel, as a result of the
temperature-dependent viscosity.

The simplified approach in@13,14#, by invoking the Darcy

equation~viscous-drag effect only!, however, limits the scope of
their analysis for neglecting the form-drag effects imposed by a
porous medium. Hence, their results and main conclusions are
restricted to cases in which the form-drag effect of the porous
medium is minimal~such as for tube-bundle-like porous media!,
or for cases in which the fluid temperature does not change much
along the flow direction~i.e., the plate temperature should not be
very different from the fluid inlet temperature, or the channel heat
flux should not be too high!.

Numerical simulations considering the convection through a
parallel-plates porous channel, and including the form-drag ef-
fects, was presented recently by Narasimhan and Lage@15#. In
this work, the authors show the limitations of the global Hazen-
Dupuit-Darcy ~HDD! model ~popularly known as the
Forchheimer-extended Darcy model! in accurately predicting the
pressure-drop along the channel, suggesting a modification to ac-
count for the temperature-dependent viscous effects. They also
showed that the HDD model is inappropriate for neglecting indi-
rect effects of temperature-dependent viscosity on the form-drag
term of the model, a term originally believed to be viscosity-
independent.

The objective of the present study is to establish a new theory
for predicting the global pressure-drop and the heat transfer coef-
ficient of a fluid, with temperature-dependent viscosity, convect-
ing through a heated porous medium channel. The importance of
the present theory is fundamental for studying the effects of varia-
tions in a constitutive property. It is also vital for the design en-
gineer to anticipate the thermo-hydraulic behavior of similar sys-
tems enhanced with porous media and running fluids with
temperature dependent viscosity~observe that most fluids, includ-
ing water, have viscosity strongly dependent on temperature!.

Physical Model and Theoretical Analysis
Consider the forced convection of a fluid with temperature-

dependent viscositym(T) through a low-permeability, high form-
coefficient porous medium sandwiched between two parallel iso-
flux surfaces, spaced by a distance 2H, as shown in Fig. 1. The
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channel has lengthL, and the fluid enters the channel with uni-
form temperatureT0 , and uniform longitudinal speedU0 .

The differential mass, momentum and energy transport equa-
tions are, respectively,

¹•u50 (1)

052¹p2Fm~T!

K0
Gu2rC0uuuu (2)

rcpu•¹T5ke¹
2T. (3)

Quantities are defined in the nomenclature. The subscript ‘‘0’’ on
the porous medium propertiesK and C reminds us that these
quantities are obtained under isothermal condition. In this case,
the fluid viscosity is uniform throughout the channel,m(T)
5m(Tin)5m in . Notice also the absence of the convective inertia
and Brinkman terms in the momentum equation, Eq.~2!, in accor-
dance with the low permeability (K0) and high form-coefficient
(C0) porous medium assumption made previously.

Assume now that the flow is fully developed, i.e.,]u/]x50.
When combined with the continuity equation, Eq.~1!, and the
impermeable boundary condition at the channel surface, we obtain
v50. Therefore, the momentum equation, Eq.~2!, written with
G52]p/]x, becomes

C0rK0u21m~T!u2GK050. (4)

The energy equation, Eq.~3!, with the assumption of negligible
longitudinal conduction~or high Péclet number!, reduces to,

]2T

]y2 5
rcp

ke
u

]T

]x
. (5)

For fully developed flow,]T/]x5dTb /dx. Invoking the first law
of Thermodynamics, Eq.~5! can be rewritten as

]2T

]y2 5S u

U D q9

keH
. (6)

Keep in mind to solve Eq.~6! we need to determine the ratio
u/U, whereU is the cross-section averaged fluid speed. The qua-
dratic equation given by Eq.~4! when solved foru will result in a
positive root, which will be a function ofm(T) with a solution
resembling

u5F~m~T!!. (7)

The temperature dependency of the dynamic viscosity of the
fluid can be approximated as a second-order Taylor’s series ex-
pansion enabling us to express the RHS of Eq.~7! as,

F~m~T!!5F~m r !1F8~m r !~m2m r !1
1

2
F9~m r !~m2m r !

2,

(8)

where m r is the reference viscosity value, evaluated atT5Tr .
Expanding the individual terms in Eq.~8! as functions of tempera-
ture, we get

F~m~T!!5F~m r !1F8~m r !m r8~T2Tr !1
1

2
@F8~m r !m r9

1F9~m r !m r8
2#~T2Tr !

2. (9)

By substituting forF(m(T)) in Eq. ~7!, we can get progressively,
the zero, first, and second-order solutions foru when we use,
respectively, the first, the first and second, or all the terms of
Eq. ~9!.

The zero-order result, i.e., forF(m(T))5F(m r), Eq. ~8!, cor-
responds to the uniform viscosity case whereu5U0 . Hence, from
Eq. ~4!,

G5
m r

K0
U01C0rU0

2. (10)

Moreover, the energy equation, Eq.~5!, can be rewritten as

]2T

]y2 5
1

Hke
S rU0Hcp

]T

]x D . (11)

Now, using the first law of Thermodynamics

rU0Hcp

dTb

dx
5keq9, (12)

where the fluid bulk-temperature is defined as

Tb5
1

UH E
0

H

uTdy (13)

and with ]T/]x5dTb /dx, one can show that the RHS term in
parentheses of Eq.~11! equalskeq9. Therefore, integrating Eq.
~11! in y, with ]T/]y50 aty50 andT5Tw at y5H as boundary
conditions, we get the zero-order temperature distribution

T05Tw2
q9H

2ke
F12S y

H D 2G . (14)

So, upon substitution forT in Eq. ~13!, the fluid bulk-temperature
becomes,

Tb5Tw2
q9H

3ke
(15)

and, the local Nusselt number, defined for isoflux parallel-plate
channel~@2#, p. 62! as

Nu5
2Hq9

ke~Tw2Tb!
(16)

turns out to be equal to 6. This value remains unchanged along the
channel for fluids with constant and uniform viscosity.

Now, to determine the first-order solution we need to find a
suitable expression for (T2Tr) in the second term of Eq.~8!.
Implicit in the way Eq.~9! is written, is the assumption that the
reference temperatureTr is always higher thanT. Therefore, a
natural candidate forTr is the wall temperatureTw . Using the
zero-order solution forT, Eq. ~14!, andTw for Tr , in Eq. ~9!,
allows us to evaluateu in Eq. ~7! as

u15a11
a2N

2 F12S y

H D 2G , (17)

wherea1 , a2 , andN are defined as

a15
GK0

2mw
F211A114z

z G
a25

GK0

2mwz F12
1

A114z
G N5

q9H

ke

1

mw
S dm

dTD
Tw

(18)

with
Fig. 1 Schematic of the flow channel considered for
investigation
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z5
rC0K0

2G

mw
2 . (19)

It is then possible to integrate Eq.~17! along y, to find the
cross-section averaged fluid speed,

U15a11
a2N

3
. (20)

Using Eqs.~17! and ~20! in Eq. ~6!, we find the first-order
temperature distribution as

T15Tw2
q9H

ke
H 1

2 S 12
y2

H2D1
a2N

a1
F 1

12 S 12
y2

H2D
2

1

24 S 12
y4

H4D G J . (21)

Upon similar use of Eq.~21!, we get from Eq.~7! the second-
order solutions as

u25a11
a2N

2 F12S y

H D 2G1Fa2
2N2

24a1
1

1

8
~a3N22a2M !G

3F12S y

H D 2G2

(22)

U25a11
a2N

3
1

a2
2N2

45a1
2

a2M

15
1

a3N2

15
(23)

T25Tw2
a1

U2
V1~y!2

a1q9H

U2ke
F 1

24 S a2N

a1
D 2

2
a2M

8a1
1

a3N2

8a1
GV2~y!, (24)

where theV1 andV2 of Eq. ~24! are

V1~y!5Tw2
q9H

ke
H 1

2 S 12
y2

H2D1
a2N

a1
F1

4 S 12
y2

H2D
2

1

24 S 12
y4

H4D G J
V2~y!5F1

2 S 12
y2

H2D2
1

6 S 12
y4

H4D1
1

30 S 12
y6

H6D G (25)

anda3 andM are defined as

a35
2GK0

mw~114z!3/2 M5S q9H

ke
D 2 1

mw
Fd2m

dT2G
Tw

. (26)

The corresponding first and second-order Nusselt numbers,
upon using Eq.~13!, are given, respectively, by

Nu156F12
2a2N

15a1
G (27)

and

Nu25Nu116F68a2
2N2

1575a1
2 1

4

105a1
~a2M2a3N2!G . (28)

Finally, to complete the solution, one must find a proper value
for the wall temperatureTw for calculating the viscosity and its
derivatives in Eqs.~18!, ~19!, and~26!. Accounting for the fact
that the chosenTw must be higher than the maximum fluid tem-
perature anywhere in the channel, we must use the wall-
temperature atx5L, Tw(L)5Tmax. This temperature can be
found by integrating Eq.~12! alongx ~from 0 toL! and combining
the result with Eq.~15! ~for x5L!, that is

Tw~L !5q9S 1

rcpUH
1

H

3ke
D1T0 (29)

Observe that the accuracy of the zero-order approximation of
F(m(T)), from Eq. ~8!, is inversely proportional tom r8(T2Tr),
and of the first-order approximation inversely proportional to
@m r8(T2Tr)#2/2 and @m r9(T2Tr)

2#/2. Two requirements can be
written then, using Eq.~14!, as

q9H

2ke

1

mw
Udm

dTU
Tw

5
uNu
2

!1
1

2 S q9H

2ke
D 2 1

mw
Fd2m

dT2G
Tw

5
M

8
!1.

(30)

The first requirement, when valid, indicates that the zero-order
approximation is accurate. The second requirement, together with
the square of the first, when valid, indicates that the first-order
approximation is accurate.

Validation
Notice when the form-drag coefficientC0 is negligible thenz

→0. In this case, from Eq.~18!, a15a2→GK0 /mw and the first-
order solutions of Eqs.~20! and ~27! reduce to

U5S DP

L D K0

m~Tmax!
F11

N

3 G (31)

Nu56S 12
2

15
ND . (32)

These results are identical to the results reported in@14#, who
developed a similar predictive theory for a fluid with temperature-
dependent viscosity, but starting with the linear Darcy flow re-
gime, i.e., Eq.~4! replaced byu5@K0 /m(T)#G.

Observe thatN, Eq. ~18!, is a negative number for fluids with
viscosity decreasing with increasing temperature. Equation~31!
predicts a higher cross-section averaged longitudinal fluid speed
than the Darcy model with uniform viscosity evaluated atTin , for
which U5K0DP/(Lm in), becauseTin is the minimum fluid tem-
perature along the channel.

In order to validate the theoretical analysis further, numerical
simulations were performed for the configuration of Fig. 1, using
Eqs. ~1!–~3!. Details of the numerical procedure~tested for grid
independence and numerical accuracy! can be found in@15#. Im-
portant specific parameters are: the distance between the plates
2H510 cm, the length of the heated sectionL51 m, dimensional
inlet fluid velocity U in from 1022 m/s to 1021 m/s, and the heat
flux q9 from 0.01 to 0.10 MW/m2. These values were chosen to
highlight the effect of temperature-dependent viscosity on the
thermo-hydraulic behavior of the system under temperature-
dependent viscosity.

The numerical simulations consider further the fluid as being
Poly-a-olefins~PAOs!, low molecular weight, branched, syntheti-
cally produced, saturated hydrocarbons that have lubrication prop-
erties superior to that of naturally occurring mineral oil. This has
led to the wide-spread use of PAOs in a variety of applications,
ranging from industrial lubrication to high grade synthetic motor
oil basestock to cooling military avionics@14,16–18#.

Fluids ~such as PAOs, motor-oils, synthetic lubricants etc.!
whose viscosity are dependent on temperature are modeled using
different relations@19,20# involving power, logarithmic@16# or
exponential functions@21#, yielding better accuracy over different
temperature ranges. The dynamic viscosity of PAOs can be mod-
eled from the data in@22# as

m~T!50.1628T21.0868 (33)

valid for 5°C<T<170°C. Within the same temperature range,
the variations of density, specific heat and thermal conductivity of
PAO are negligible.
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Obviously, results of the theoretical analysis presented here are
not restricted by this fluid selection, as the theory in principle is
valid for any functional dependence of viscosity on temperature.

The inlet temperatureTin of the PAO is chosen as 21°C, yield-
ing m in55.9531023 kg/ms, r5768.5 kg/m3, cp51971.35 J/
kg°C, andkf50.1424 W/m°C. Our hypothetical porous matrix
has f50.58, K054.1310210 m2 and C051.23105 m21. These
values are representative of practical values obtained from isother-
mal ~non-heating!experiments utilizing an aluminum foam hav-
ing ks5170 W/m°C, as reported in@18#.

Results and Discussion
Figure 2 shows a comparison between the theoretical predic-

tions and the results from the numerical simulations forq9
50.01 MW/m2 ~the lowest heat flux considered!. The simplest
theoretical predictions are obtained first from the HDD model,

DP

L
5

m~Tr !

K0
U1C0rU2 (34)

assuming the following:

~1! m~Tr !5m r5m~Tin!5m~Tmin!

~2! m~Tr !5m r5m~Tw~L !!5m~Tmax!

These two options are plotted in Fig. 2. They are, respectively,
the lower-bound and upper-bound limits for the fluid speedU,
with a fixed pressure-dropDP/L along the channel, because they
are calculated using the minimum,Tin , and maximum,Tw(L),
temperatures attained by the fluid along the channel. Any other
temperature chosen,viz.simple average between the inlet and exit
bulk temperatures of the fluid, log-mean difference of the same, or
a longitudinal average of the bulk temperatures for the entire
channel, will fall between these two limits@15#.

Observe that the result from the HDD model using a viscosity
evaluated at the minimum~inlet! temperature, is independent of
the heat flux~thereby, of variation in temperature inside the chan-
nel! thus representing both no-heating and uniform viscosity
situations.

The analyses carried out on the unidirectional, differential HDD
model, Eq.~4!, as presented in this paper, leads to a theory that
improves on the lower-bound velocity results predicted by Eq.
~34!. From Fig. 2, we can observe that the first and second-order
solutions, Eqs.~20! and ~23!, predict velocities that compare ex-
tremely well with the numerical results.

Also plotted in the same figure is the theoretical prediction of
the linear model, from Eq.~31!. Observe that the predicted
pressure-drop, for a given fluid speed, is smaller than the pressure-

drop predicted from Eq.~20! and ~23!. This is expected from a
model that does not include the form-drag effects.

Figure 3 presents similar results, but forq950.10 MW/m2

~maximum heat flux!. A careful comparison of Figs. 2 and 3 indi-
cates that the curve obtained from Eq.~34! with m(Tr)
5m(Tmax) is unchanged when the heat flux increases. This is
somewhat surprising becauseTmax certainly changes~increases!
with the heat flux. The results indicate, however, that the fluid
temperature is irrelevant to the fluid-speed versus pressure-drop
relation Eq.~34!, and this happens only when the viscous-drag
effect is negligible as compared with the form-drag effect~which
is viscosity independent!. Our conclusion is thatTmax, even for
the low heat flux considered in Fig. 2, is already high enough to
yield a negligible viscous-drag. In this regard, the curves for
m(Tr)5m(Tmax) from Eq. ~34!, presented in Figs. 2 and 3, are
indeed the lower-bound curves for pressure-drop versus fluid-
speed, when the form-drag effect is accounted for.

When the form-drag effect is ignored, as in the linear model
based on the Darcy equation, Eq.~31!, the decrease in pressure-
drop with heat flux has no limit. See in Fig. 3 how the curve from
Eq. ~31! lies below the curve obtained by Eq.~34! with m(Tr)
5m(Tmax). This is analogous to the Hagen-Poiseuille flow con-
figuration, or to flow through a porous medium with zero form-
factor C0 .

In contrast to Fig. 2, the agreement between first-order, second-
order, and numerical results is not so good in Fig. 3. We can now
see the improvement in going from first-order to second-order
analysis. The deviation between first-order results and the numeri-
cal results is either because of the inaccuracy of the first-order
truncation or from the fully developed flow assumption.

To establish the accuracy of the first-order approximation, we
must consider the square ofuNu/2 andM /8, Eq. ~30!. Within the
fluid velocity ranges considered here, Fig. 4 showsuNu/2 andM /8
approaching unity for increasing heat flux, thereby invalidating
the criterion. This observation corroborates the discrepancy be-
tween first- and second-order results of Fig. 3~when the heat flux
is high!. In a similar fashion, examining the accuracy of the
second-order approximation in Fig. 3, we require the terms of a
third-order approximation, which are proportional to (uNu/2)3 and
(M uNu/16), to be very small. The results of Fig. 4 satisfy this.
Thereby, it seems that the discrepancy between second-order and
numerical results stems from the fully developed flow assumption.

Figure 5 shows the local velocity variationu(y) predicted by
the linear model~@14#, developed from Eq.~4! with C050!, and
the second-order HDD model, Eq.~22!, results forq950.01, 0.05,
and 0.10 MW/m2, respectively. Also shown is the velocity profile
for the no-heating case (q950), labeledm5m in . All curves are

Fig. 2 Theoretical and numerical pressure-drop versus fluid-
speed results for q 9Ä0.01 MWÕm2

Fig. 3 Theoretical and numerical pressure-drop versus fluid-
speed results for q 9Ä0.10 MWÕm2
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obtained with the same pressure-dropG, equivalent toU59.84
31022 m/s when the channel is not heated. Increased fluid speed
is expected when heating the channel.

Considering the fact that the linear model neglects the influence
of the form-drag term, the fluid velocity profile is expected to
follow the temperature profile, having a maximum velocity at the
wall ~where viscosity is minimum because the temperature is
maximum!and decreasing progressively towards the axis of the
channel. This is clearly depicted in Fig. 5.

The second-order HDD model result forq950.01 MW/m2,
however, indicates a slug-flow profile, with a reduction in the fluid
speed~as compared to the linear fluid speed! caused by the form-
drag effect. This makes the curvature of the velocity profile~as
predicted by the linear Darcy theory! to flatten near the walls, as
indicated in Fig. 5.

When the heat flux is increased, the second-order HDD model
results indicate a pronounced velocity increase of the fluid near
the channel surface. This aspect shows the influence of viscosity
variation on the viscous-drag. The variation in viscosity reduces
the viscous-drag to a greater extent near the wall, where the re-

duction in viscosity~because of the higher temperature! is more
dramatic. This is captured perfectly by the second-order HDD
theory, as evident from Fig. 5.

The hydrodynamic effect of varying the surface heat fluxq9 is
presented in Fig. 6, using the non-dimensional parameters

l5
DC

Dm
5S rC0K0

m in
DU in F5

~DP/L !

~DC1Dm!
, (35)

where DC5rC0U in
2 represents the global form-drag andDm

5m inU in /K0 represents the global viscous-drag~with viscosity
evaluated at the inlet fluid temperature!. Observe that by using
these two nondimensional variables, the HDD model Eq.~34! can
be rewritten as

F5S h

l11D1S l

l11D , (36)

whereh5m(Tr)/m in .
Notice in Eq.~35!, the scale chosen for non-dimensionalizing

the pressure-drop, namely (Dm1DC), clearly highlights the vis-
cosity variation effect as it compares the pressure-drop got by
considering viscosity variation to that for uniform viscosity~recall
from Eq. ~34! that (Dm1DC) equalsDP/L for the case of a fluid
flowing with uniform viscosity equal tom in!.

From Fig. 6, it is evident that the second-order HDD theory
predicts extremely well the effect of viscosity on the global lon-
gitudinal pressure-drop versus fluid-speed relation. Even for high
heat fluxes~when the accuracy of the theory is known to deterio-
rate because of the considerable variation of temperature along the
channel!, the predicted results from the theory still compare sur-
prisingly well with the numerical results.

Next, we explore how the viscosity variation affects the heat
transfer in the channel. Temperature profiles, similar in style and
corresponding to the second-order velocity profiles in Fig. 5, are
shown in Fig. 7, obtained from Eq.~24!. For the flow of a fluid
with decreasing viscosity for increasing temperature, we deduced
from Fig. 5, that increasing the heat flux increases the local ve-
locity near the wall relative to that at the axis. This results in an
increase in the curvature of the temperature profile near the wall
and a corresponding decrease towards the axis, resulting in a net
flattening of the entire profile, as shown in Fig. 7.

In Fig. 8, a comparison between the temperature profile ob-
tained from the linear model of@14# and the profile predicted by
the second-order HDD model is presented.

Nusselt numbers from the linear model, Eq.~32!, and from the
second-order HDD model Eq.~28!, are compared in Fig. 9. Also

Fig. 4 Verification of the two criteria for accurate zero-order
„top… and first-order „bottom… approximation results, Eq. „30…

Fig. 5 Velocity profiles u „y … from second-order HDD theory
„left side profiles … and linear theory „right side profiles … for sev-
eral heat fluxes

Fig. 6 Summary of longitudinal pressure-drop obtained by
second-order HDD theory, Eq. „23…, with numerical results for
several heat fluxes
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shown in the figure is the curve Nu56, for the case of a fluid with
uniform viscositym in . Recall that the fluid bulk-temperature and
the reference~maximum wall! temperature, on which Eqs.~28!
and ~32! are based, are both functions of the fluid speed.

From Fig. 9, the linear model, Eq.~32!, yields a Nusselt number
that increases with the fluid speed~represented byl! and the heat
flux. This is a consequence of the increased fluid bulk-temperature
estimated by this model as the fluid speed and/or the heat flux
increase. Remember that the predicted velocity distribution paral-
lels the temperature distribution. Therefore, the high fluid tem-
perature adjacent to the heated surface has more significance in
the computation of the bulk-temperature than the low temperature
near the center of the channel.

The Nusselt number predicted by the linear model, Eq.~32!, is
higher than the Nusselt number predicted by the second-order
HDD model, Eq.~28!. This is a direct consequence of the inclu-
sion, by the second model, of the form-drag effect, which leads to
a smaller fluid speed. Moreover, according to the profiles of Fig.
8, the temperature values predicted by the second-order HDD
model are smaller than the values predicted by the linear model.

Therefore, the fluid bulk-temperature found using the second-
order HDD model is smaller than that of the linear model.

As the fluid speed increases, and consequentially the viscous-
drag decreases in importance as compared with the form-drag, one
would expect the Nu number to evolve towards Nu56. This cu-
rious aspect, of a decreasing Nu as the fluid speed increases, is
also captured well by the results from the second-order model, Eq.
~28!, shown in Fig. 9.

Even for fully developed flow assumption, the theory presented
here predicts a Nu dependent on the fluid speed still invariant in x.
However, a real situation with undeveloped flow has local Nusselt
number varying inx. This fact makes the comparison between
these two Nusselt numbers less effective and cumbersome, as the
comparison in principle should be done for all fluid speeds con-
sidered. An instructive alternative is to consider a variant Nusselt
number, namely

NuL5
2Hq9

ke@ T̄w2Tin#
(37)

and relating it to the previous Nusselt number through

NuL5
1

S 1

Nu
1

g

lPre
D . (38)

In Eqs.~37! and~38!, T̄w is the surface averaged wall temperature
of the channel,g5LK0C0(2H)2 and Pre5m incp /ke .

Equation~38!, obtained by integrating Eq.~16! in x, and relat-
ing the resulting channel-averagedTb to Tin via the first law, Eq.
~12!, subsumes thex-dependency of Nu, therefore making the
comparison with results from developing flow configurations
straightforward.

The results plotted in Fig. 10 demonstrate that the theoretical
results are very accurate forl smaller than 0.3. Observe that NuL
is relatively insensitive to the inclusion of the form-drag effect
~linear or second-order HDD! as opposed to what happens in the
pressure-drop versus fluid speed, Fig. 2. Moreover, the results of
Fig. 10 demonstrate that the fully developed assumption behind
the second-order HDD model affects the accuracy of the thermal
results much more than it affects the accuracy of the hydraulic
results.

Summary and Conclusions
A new theory for predicting the thermo-hydraulic effect on

fully-developed convection by a fluid with temperature-dependent
viscosity flowing through a porous medium channel is presented.

Fig. 7 Comparison of temperature profiles from second-order
HDD theory, Eq. „24…, with those of uniform viscosity case, for
several heat fluxes

Fig. 8 Temperature profiles from second-order HDD theory
and linear theory for UmaxÄ9.84Ã10À2 mÕs, and q 9
Ä0.01 MWÕm2

Fig. 9 Comparison of Nusselt numbers obtained by the two
theories as a function of l, for several heat fluxes, q 9 „MWÕm2

…
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The theory incorporates the form-drag effect of the porous me-
dium by invoking the differential representation of the Hazen-
Dupuit-Darcy ~HDD! equation. Zero, first, and second-order ap-
proximations are obtained for the transversal fluid speed and
temperature, as well as for the global fluid-speed versus pressure-
drop relation and Nusselt number.

The HDD model predictions are shown to be limited in accu-
racy by the truncation-error and by the assumption of fully devel-
oped flow. There might be practical situations in which the devel-
opment length is very long for scalar transport in a porous
medium ~e.g., low effective thermal diffusivity!. Criteria for
evaluating the second-order truncation error are presented and
evaluated.

The theoretical predictions are compared with results from a
simpler linear~Darcy! model and with numerical results simulat-
ing the operation of a realistic porous medium enhanced cold-
plate, running poly-alpha-olefin, designed for cooling military avi-
onics. The comparisons show that the second-order HDD model
predictions agree well with the hydraulic simulation results as
opposed to the linear model and is physically consistent.

A new Nusselt number is introduced to compare the heat trans-
fer results of the second order HDD theory~in the form of local
Nusselt number that depends on fluid speed! with real-life situa-
tions. The comparison shows that the fully developed assumption
behind the second-order HDD model affects the accuracy of the
thermal results much more than it affects the accuracy of the
hydraulic results.

Nomenclature

C 5 form coefficient, m21

D 5 specific drag, Pa m21

H 5 half-channel spacing, m
K 5 permeability, m2

L 5 channel length, m
p 5 macroscopic pressure, Pa
P 5 global ~cross-section averaged! pressure, Pa

Pre 5 effective Prandtl number
u 5 x-component, seepage macroscopic velocity, m s21

U 5 global ~cross-section averaged! longitudinal velocity,
m s21

u 5 seepage macroscopic velocity vector

v 5 y-component, seepage macroscopic velocity, m s21

Greek Symbols

f 5 porosity
h 5 viscosity ratio, Eq.~36!
l 5 form- and viscous-drag ratio, Eq.~35!
F 5 dimensionless pressure-drop, Eq.~35!

Subscripts

b 5 bulk
e 5 effective
f 5 fluid
r 5 reference

w 5 wall
in 5 inlet
m 5 viscous
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drecht, pp. 289–327.

@4# Lauriat, G., and Ghafir, R., 2000, ‘‘Forced Convective Heat Transfer in Porous
Medium,’’ Handbook of Porous Media, K. Vafai, ed., Marcel-Dekker, NY, pp.
201–268.

@5# Lage, J. L., and Narasimhan, A., 2000, ‘‘Porous Media Enhanced Forced Con-
vection: Fundamentals and Applications,’’Handbook of Porous Media, K. Va-
fai, ed., Marcel-Dekker, NY, pp. 357–394.

@6# Xie, C., and Hartnett, J. P., 1992, ‘‘Influence of Variable Viscosity of Mineral
Oil on Laminar Heat Transfer in a 2:1 Rectangular Duct,’’ Int. J. Heat Mass
Transf.,35, pp. 641–648.

@7# Shin, S., Cho, Y. I., Gringrich, W. K., and Shyy, W., 1993, ‘‘Numerical Study
of Laminar Heat Transfer With Temperature Dependent Fluid Viscosity in a
2:1 Rectangular Duct,’’ Int. J. Heat Mass Transf.,36, pp. 4365–4373.

@8# Lage, J. L., Weinert, A. K., Price, D. C., and Weber, R. M., 1996, ‘‘Numerical
Study of a Low Permeability Microporous Heat Sink for Cooling Phased-
Array Radar Systems,’’ Int. J. Heat Mass Transf.,39, pp. 3633–3647.

@9# Antohe, B. V., Lage, J. L., Price, D. C., and Weber, R. M., 1997, ‘‘Experimen-
tal Determination of Permeability and Inertia Coefficients of Mechanically
Compressed Aluminum Porous Matrices,’’ ASME J. Fluids Eng.,119, pp.
404–412.

@10# Anjani, K., and Rao, N. S., 1994, ‘‘Stability of a Rigid Rotor in Turbulent
Hybrid Porous Journal Bearings,’’ Tribol. Int.,27, pp. 299–305.

@11# Kumar, A., 1998, ‘‘Conical Whirl Instability of Turbulent Flow Hybrid Porous
Journal Bearings,’’ Tribol. Int.,31, pp. 235–243.

@12# Lin, J. R., and Hwang, C. C., 1994, ‘‘Static and Dynamic Characteristics of
Long Porous Journal Bearings: Use of the Brinkman-Extended Darcy Model,’’
J. Phys. D,27, pp. 634–643.

@13# Ling, J. X., and Dybbs, A., 1992, ‘‘The Effect of Variable Viscosity on Forced
Convection over a Flat Plate Submersed in a Porous Medium,’’ ASME J. Heat
Transfer,114, pp. 1063–1065.

@14# Nield, D. A., Porneala, D. C., and Lage, J. L., 1999, ‘‘A Theoretical Study,
With Experimental Verification of the Viscosity Effect on the Forced Convec-
tion Through a Porous Medium Channel,’’ ASME J. Heat Transfer,121, pp.
500–503.

@15# Narasimhan, A., and Lage, J. L., 2001, ‘‘Modified Hazen-Dupuit-Darcy Model
for Forced Convection of a Fluid With Temperature-Dependent Viscosity,’’
ASME J. Heat Transfer,123, pp. 31–38.

@16# Kioupis, L. I., and Maginn, E. J., 1999, ‘‘Molecular Simulation of Poly-a-
olefin Synthetic Lubricants: Impact of Molecular Architecture on Performance
Properties,’’ J. Phys. Chem. B,103, pp. 10781–10790.

@17# Lage, J. L., Price, D. C., Weber, R. M., Schwartz, G. J., and McDaniel, J.,
1999,Improved Cold Plate Design for Thermal Management of Phased Array
Radar Systems, US Patent Office, Patent no. 5960861.

@18# Lage, J. L., Antohe, B. V., and Nield, D. A., 1997, ‘‘Two Types of Nonlinear
Pressure-Drop Versus Flow-Rate Relation Observed for Saturated Porous Me-
dia,’’ ASME J. Fluids Eng.,119, pp. 700–706.

@19# White, F. M., 1991,Viscous Fluid Flow, 2nd ed., McGraw Hill, NY.
@20# Darby, R., 1996,Chemical Engineering Fluid Mechanics, Marcel-Dekker, NY.
@21# Maginn, E. J., 1999, private communications.
@22# Chevron, 1981,Synfluid Synthetic Fluids, Physical Property Data.

Fig. 10 Comparison of Nu L , Eq. „38…, obtained from theoreti-
cal results with numerical results

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1051

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. T. Newport
e-mail: david.newport@ul.ie

T. M. Dalton

M. R. D. Davies

PEI Technologies: Stokes Research Institute,
Dept. Mechanical & Aeronautical Engineering,

University of Limerick,
Limerick, Ireland

M. Whelan

C. Forno

Institute for Systems, Informatics
& Safety, Joint Research Center,

European Commission,
Ispra, Italy

On the Thermal Interaction
Between an Isothermal Cylinder
and Its Isothermal Enclosure for
Cylinder Rayleigh Numbers of
Order 104

An experimental investigation is made of the thermal interaction between a horizontal
isothermal cylinder centrally located in a water-cooled isothermal cubical enclosure. The
study is restricted to laminar flow and cylinder Rayleigh numbers of order 104. The
application of interest is the cooling of electronic systems. This field is currently lacking
in techniques that can measure the complex fluid phenomena encountered in real systems.
The paper therefore begins with an experimental review of interferometry to assess its
applicability as a potential solution to this need. Based on this review, a real time Digital
Moiré Subtraction interferometer is used to measure temperature profiles, and local Nus-
selt number distributions in two regions of interest: the plume impingement on the ceiling
of the enclosure, and the upper corner region of the enclosure. A Mach-Zehnder interfer-
ometer is used for the cylinder Nusselt number distribution. Results are compared both
qualitatively and quantitatively with a numerical simulation run on a commercial CFD
package widely used for electronic system temperature predictions. The paper gives con-
siderable insight into the nature of the enclosure heat transfer and an indication of the
accuracy of a widely used predictive code.@DOI: 10.1115/1.1389467#

Keywords: Enclosure Flows, Heat Transfer, Interferometry, Measurement Techniques,
Natural Convection

Introduction
The transfer of heat from heated bodies in an enclosed environ-

ment is of considerable practical importance, particularly in the
field of electronics cooling. There have been numerous investiga-
tions in the literature. Warrington and Powe@1# presented a Nus-
selt number correlation for spheres, cylinders and cubes in an
isothermal cubical enclosure and review the literature to that date.
They note the predominance of experimental investigations and a
lack of applicability of numerical investigations. Numerical pre-
dictions have become more prevalent since the mid-eighties:
Shaw et al.@2# carried out a numerical investigation into free
convection from isolated thermal sources on an adiabatic surface
located in a square enclosure. Ghaddar@3# presented a numerical
prediction for heat transfer from a cylinder in a large air-filled
rectangular enclosure. Dalton and Davies@4# compared numerical
and experimental plume velocities and temperatures for a horizon-
tal cylinder in an isothermal cubical enclosure. Keyhani and Dal-
ton @5# obtained good comparison between experimental and nu-
merical data for the Nusselt number from horizontal rod bundles
in a rectangular enclosure. Liu et al.@6# numerically examined the
coupled conduction convection problem for a cylinder in an en-
closure and determined the majority of the heat transfer to occur
through the bottom half of the cylinder. Purely experimental in-
vestigations also continued, such as Koizuimi and Hosokawa@7#
who studied the effect of the enclosure on heat transfer about a
horizontal isothermal cylinder in a cubical enclosure. They iden-
tify three flow regimes, steady, unsteady and oscillatory, depen-
dent on a cylinder to enclosure aspect ratio. Cesini et al.@8# per-

formed a holographic investigation into the influence of Rayleigh
number and geometry on the heat transfer from a horizontal cyl-
inder in a cubical enclosure.

Experimental difficulties arise in obtaining flow field informa-
tion when more complex three-dimensional systems are consid-
ered, leading to a dependence on numerical investigations. Some
numerical investigations are not compared to experimental data,
such as Lasance@9#, and Shaw et al.@2#, presumably owing to the
difficulties associated with experimentation. Those that do attempt
a comparison very often compare parameters such as the overall
Nusselt number, or temperatures at discrete locations, which does
not necessarily validate the full field. There is therefore a require-
ment for a measuring technique to provide data in complex free
convection flows.

Optical techniques coupled with developments in tomography
appear to offer the best means of developing such a technique.
Their advantage is that non-intrusive full field information is ob-
tained, rather than at discrete points. The paper begins with a
critical review of interferometry to examine the suitability of in-
terferometric techniques for development as a three-dimensional
measurement method.

Working on the findings of the review, an optical investigation
is made into one of the simplest of geometries, the horizontal
isothermal cylinder in the center of an isothermal cubical enclo-
sure, where the cylinder is sufficiently long for the flow to be
considered two dimensional. Attention is focused on three areas
of interest: the region about the cylinder, the plume impingement
on the roof of the enclosure, and the upper corner region of
the enclosure, to gain an understanding of the heat transfer pro-
cess to the enclosure. Because the particular application of interest
is the cooling of electronic components, the cylinder and en-
closure length scales are typical of those found in such applica-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 31,
2000; revision received March 8, 2001. Associate Editor: R. W. Douglass.

1052 Õ Vol. 123, DECEMBER 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions. A CFD comparison is made using Flotherm which is a com-
mercial package widely used in electronic system temperature
prediction.

Experimental Review of Interferometry
As stated earlier, optical techniques offer a non-intrusive means

of obtaining full field temperature measurements, are particularly
useful in gaining an insight into the physics of the flow, and for
comparison with CFD predictions. This review is restricted to two
dimensional measurements, but the work could be extended to
three dimensions by using tomographic techniques. The purpose
of this review is to examine the applicability of interferometry for
qualitative and quantitative measurement of temperature fields in
enclosure free convection. Of particular interest is the ability to
measure low gradient regions accurately, to have a large field of
view, and to be able to measure in real-time. Ostrach@10# noted
how enclosure free convection is particularly complex due to the
interaction between the boundary layers and the regions external
to them, which have small temperature gradients. It is therefore
important that such regions can be studied without fringe errors.
Such errors occur when fringes due to optical inhomogenities are
interpretated as being caused by the measurand. A large field of
view is also important to provide a systems level perspective.
Finally, it is desirable to have a real-time system so that unsteady
and transient flows, which are often encountered in enclosure free
convection, can be studied.

In the review, two interferometers are considered, the Michel-
son and Mach-Zehnder, and three optical techniques are em-
ployed: Infinite Fringe Mode, Digital Phase Stepping and Digital
Moiré Subtraction. First a brief introduction to the operating prin-
ciples of interferometry is provided.

An interferometer essentially comprises of a collimated coher-
ent light beam which is split into two or more beams and then
re-combined. Changes in the optical path length along a beam, or
arm, result in the formation of an interference pattern in the re-
combined beam. The change in optical path length can be related
to numerous physical quantities. This investigation is concerned
solely with temperature.

For a two dimensional system, the change in path length is
related to the refractive index of the phase object via,

DF5E
0

L

~n2n0!dz5Nl. (1)

For the case where the change in refractive index is due to a
change in density of the phase object, as in free convection, the
Gladstone-Dale equation,

n2n05K~r2r0!, (2)

relates the two. Integrating~1!, and combining with~2! gives,

rN2r05
Nl

KL
. (3)

The perfect gas law,

p5rRT, (4)

may be used to determine the fringe temperatures, provided
changes in density due to pressure are negligible to those due to
temperature. This is a reasonable assumption for free convection
and low Mach number forced flows. The above simple analysis
assumed that the refractive index did not vary in thez-direction. If
a variation is present in thez-direction, the average of that change
is taken in the integration. The analysis can be extended to three
dimensions by incorporating tomographic algorithms. This re-
quires a minimum of two beam traverses of the measurement
volume at different angles, and consequently increases the level of
complexity of the interferometric arrangement. It should be noted

however that many three-dimensional heat transfer problems do
not lend themselves readily to tomographic evaluation due to the
obstruction caused by solid heated elements.

The Michelson Interferometer. Developed in 1881, the
Michelson Interferometer has found application in the investiga-
tion of the structures of spectrum lines, the definition of the meter
in terms of light wavelengths, the testing of optical components,
the investigation of weak spectra using Fourier Transform Spec-
trometry, and most famously in the Michelson-Morley ether ex-
periment. In recent years, the interferometer has found application
in space, locating stars of similar size to the sun, and Jupiter sized
planets. Barton et al.@11# recently developed a fibre optic Mich-
elson interferometer for measuring pressure and temperature.
However, there is little evidence in the literature of the Michelson
interferometer being used for the measurement of free convection
temperature fields, despite widespread use of the very similar
Mach-Zehnder interferometer.

Figure 1 shows a schematic of the setup used. Experimental
details are given in the next section. A collimated coherent light
source is passed through a beam-splitter which divides the beam
into a reference and a measurement beam. Each beam is reflected
back along the path travelled by mirrors, and then recombined at
the beam-splitter and focused to a CCD camera connected to a PC
and video recorder. The advantages of the Michelson interferom-
eter include its relatively straightforward alignment, and a mini-
mum of optical components, thereby reducing the cost. As with
other interferometer configurations, it is susceptible to vibration
and must be mounted on an optical table. Such tables are com-
mercially available although satisfactory isolation can be obtained
using a heavy table mounted on tyres.

Figure 2 shows an interferogram of the horizontal isothermal
cylinder at Ra57.13103, corresponding to a temperature differ-
ence of 11.5°C. The Michelson interferometer is twice as sensitive
than the similar Mach-Zehnder interferometer, which can be see
by comparing the number of fringes present in Figs. 2 and 5.
Figure 5 is taken at a higher temperature difference, but has less
fringes than Fig. 2. This is because the measurement beam, having
passed through the test section, is reflected back along it, before
being recombined with the reference beam. Although a good sen-
sitivity is desirable for measurements involving small temperature
differences, a disadvantage of the double-pass nature is the poor
focus on either the fringes or the heated body. In Fig. 2 the cyl-
inder is in poor focus. This is because the fringes are localized on
the apparent position of intersection of the two mirrors, which

Fig. 1 Schematic of the Michelson interometer
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differs from that of the cylinder. Thus it is not possible to focus on
the fringes and cylinder simultaneously. This is of particular con-
sequence in determining the fringe locations.

Another disadvantage of the Michelson interferometer arising
from the double-pass is its susceptibility to refraction, which oc-
curs when a light ray traveling along the length of the heated body
is deflected by the refractive index field. Figure 3 shows refraction
in a Michelson interferometer along a 20 mm diameter, 300 mm
long heated horizontal cylinder due to a temperature difference of
50°C. The reference beam of the interferometer has been blocked
off for clarity. The distance of the white band from the cylinder
surface indicates the extent to which the light passing alongside
the cylinder has been deflected. In this example, the deflection is
approximately 20 percent of the cylinder diameter. A consequence
of this is that the temperatures within this band cannot be mea-
sured, even though such temperatures are very often the objective
of the investigation in heat transfer applications.

The Mach-Zehnder Interferometer. The Mach-Zehnder in-
terferometer, developed independently by Mach and Zehnder in
1891, has found widespread application in the measurement of

Fig. 2 Sample interferogram of a horizontal isothermal cylin-
der at RaÄ 7.1Ã103

Fig. 3 Refraction effects in the Michelson interferometer

Fig. 4 Schematic of Mach-Zehnder interferometer

Fig. 5 Mach-Zehnder interferogram of a horizontal cylinder at
RaÄ1.04Ã104
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free convection temperature fields, with a considerable body of
work amassed in the literature over the years. A review is not
carried out here due to space restrictions, but the interested reader
may wish to refer to Hauf and Grigull@12#, Goldstein@13#, or
Merzkirch @14#.

Figure 4 shows a schematic of the interferometer configuration
used. The main difference to Fig. 1 is that the measurement beam
passes through the test section only once. It is considerably more
difficult to align than the Michelson, but it is possible to focus on
the heated object and fringes simultaneously.

Figure 5 shows an interferogram of a horizontal cylinder at
Ra51.043104, corresponding to a temperature difference of
18.9°C. The reduced sensitivity is apparent by the number of
fringes compared to Fig. 2, again due to the measurement beam
passing through the test region only once. This also renders the
Mach-Zehnder less sensitive than the Michelson to refraction ef-
fects. Note also the better focus on the fringes and cylinder.

Infinite Fringe Mode. Both interferometer configurations
were run in the infinite fringe mode, where the fringes correspond
directly to isotherms in the flow field. However, high quality and
therefore expensive optical equipment is required to eliminate
fringe errors due to wave-front distortion as the light passes
through the optics of the interferometer. The lower left region of
Fig. 2 shows an example. The error is inversely proportional to
the number of fringes present. In regions of small temperature
gradients, in which one or two fringes may be present, this error
can be significant. The size of an interferometer operating in infi-
nite fringe mode is severely restricted by the cost of the optical
equipment which exhibit an exponential dependence on size. Thus
interferometers with large fields of view are not economically
viable.

Digital Phase Stepping. Digital phase stepping interferom-
etry ~DPSI!, provides a means of obtaining full field information
in the form of a coloured contour plot, and offers an excellent
means of comparing experimental data to CFD predictions. Phase
Stepping involves shifting an interferogram over a number of
steps, and employing an algorithm which determines the phase at
each pixel, and results in a contour plot of the phase distribution,
which may be directly correlated to the temperature of the system.
Creath@15# provides a detailed discussion of the theory.

In this investigation the phase stepping was performed by
mounting one of the mirrors on a piezo-electric driver. The piezo-
driver was calibrated and controlled using a custom-built software
package from the Joint Research Center, which also extracted the
phase information from the process.

Figure 6 shows an example of the contour plot obtained from
phase stepping a horizontal isothermal cylinder, at Ra51.21
3104, with temperatures ranging from 26.1°C~blue! to 47.0°C
~red!. The result is very poor, particularly in the region of the
plume. This can be attributed to an oscillation of the plume, which
was observed to oscillate at approximately 1 Hz. The frequency
response of the phase stepping process is considerably less than
this, therefore the interferogram could not be phased stepped suf-
ficiently fast. It took approximately five seconds in the present
investigation to obtain the images based on a three step algorithm.
Thus to avail of DPSI, the measured field must be steady, or have
oscillations with frequencies very much lower than the response
of the stepping driver.

Digital Moiré Subtraction. A Moiré pattern can be produced
in an interferometer by tilting one of the mirrors to give wedge
fringes, and subtracting the undisturbed pattern from the disturbed
pattern. Alternatively, the disturbed and undisturbed interfero-
grams may be superposed. The resulting Moire´ interferogram is
free from fringe errors due to poor quality optics. This facilitates
the development of large cheap interferometers and allows regions
of small temperature gradients to be studied.

Goldstein @13# superposed a disturbed interferogram over an
undisturbed for a vertical flat plate in free convection. Yokozeki
and Mihara@16# developed an almost real-time method employing
a standard video system. A novel aspect of the present work is
that a real-time digital Moire´ subtraction technique, developed
by Forno and Whelan@17#, is applied to free convection tempera-
ture measurement. This allows regions of small temperature gra-
dients to be investigated without fringe errors due to poor quality
optics.

Figure 7~c!shows an example of the resulting Moire´ pattern of
a plume from a horizontal cylinder impinging on the upper surface
of the cylinder enclosure, obtained by subtracting~b! from ~a!.
The subtraction was performed in real-time using an Electronic
Speckle Pattern Interferometry~ESPI! software package and a
Mach-Zehnder interferometer arrangement. A disadvantage is that
there is a reduction in the quality of the fringes. The quality of the
fringes is a dependent on the number of fringes used to produce
the Moiré pattern. It is hoped to develop a system in which the
Moire pattern fringes will be sufficiently fine as not to be discern-
ible to the eye, and thereby lead to fringes of similar quality to
those that can be obtained with Infinite Fringe Mode.

Experimentation
Having experimentally reviewed different interferometric tech-

niques, an optical investigation was carried out into the thermal
interaction between an isothermal cylinder and its isothermal cu-
bical enclosure. Details of this investigation are now presented.

A 20 mm diameter 300 mm long aluminum cylinder was sus-
pended in the center of a 470 mm sided water cooled cubical
aluminum enclosure. Optical access was gained by replacing two
sides of the enclosure with glass panels, as shown in Fig. 8. The
cylinder was heated with two N&P 300 W 9.5 mm diameter 150
mm long cartridge heaters. The cylinder and enclosure tempera-
tures were measured using welded tip T-type thermocouples, con-
nected to a Stanford Research Systems SR630 16 Channel Ther-
mocouple Reader, with built-in electronic reference temperature.
The thermocouples and reader were calibrated using a Lauda
RM6 Calibration Fluid Bath accurate to 0.07°C over a232°C to
152°C range.

Attention focused on three areas of interest: the region about
the cylinder, the region of the plume impingement on the upper
interior surface of the enclosure, and the upper corner region of
the enclosure. On the basis of the preceding section, it was de-
cided to employ a Mach-Zehnder interferometer in the Infinite

Fig. 6 Phase-stepped horizontal cylinder
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Fringe Mode to examine the region about the cylinder. For the
corner and plume impingement regions a Mach-Zehnder inter-
ferometer with Digital Moire´ Subtraction was preferable because
of the small temperature gradients expected in these regions.

A schematic of the interferometer is shown in Fig. 4. Light
from a 60mW Helium-Neon laser was collimated and spatially
filtered. The mirrors and beam-splitters were 51 mm in diameter.
To prevent vibrations, all experimentation was carried out on a
Newport MST series optical bench with Newport XL-A pneu-
matic isolation. A Pulnix CCD camera connected to a PC and
video recorder was used to acquire the interferograms. Custom
built software from the Joint Research Center was used to perform
the Digital Moiré Subtraction in real time. The system was con-
sidered steady-state when the cylinder temperature varied by less
than 0.1°C within half an hour. Typically, this was of the order of
three hours. Unsteady flows were recorded on video and sampled
using Matrox Intellicam v 2.0.

Fringe locations were determined digitally using Adobe Photo-
shop v. 4.0. Fringe temperatures were calculated relative to a ref-
erence fringe, whose temperature was measured with a T-type
thermocouple calibrated to 0.1°C. Data was taken for four Ray-
leigh numbers, varied with the cylinder to enclosure temperature
difference. Air was used as the working fluid. Local Nusselt num-
ber measurements were made at 30 deg intervals about one side of
the cylinder, as the fringe pattern appeared symmetrical about a
vertical plane through the cylinder, subject to observed 10 deg
oscillations in the lateral displacement of the fringes at the upper
cylinder stagnation point. The local Nusselt number was derived
from the measured temperature distribution. Time averaged local
Nusselt numbers were also measured in the impingement and
corner regions.

Fig. 7 Obtaining a Moire ´ interferogram for a plume impinging on the upper
interior surface of an enclosure: „a… disturbed pattern; „b… initial pattern; and
„c… plume impinging on upper surface of enclosure.

Fig. 8 Detail of geometry used in experimentation
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Numerical Model
The model was created and solved using Flotherm version 2.1,

from Flomerics. Flotherm employs a finite volume method, de-
scribed by Patankar@18# and Ferziger and Peric@19#, which has
first order accurate upwinding for the convective terms, second
order for the diffusive terms, and a transient integration of first
order. Because the solver uses a Cartesian co-ordinate system, it is
not possible to create a curved surface in the model. Dalton and
Davies@4#, who compared plume measurements from a horizontal
isothermal cylinder to the corresponding Flotherm version 1.4
prediction, constructed their cylinder out of cubical elements
called cuboids, and prisms. Prisms require a heat transfer coeffi-
cient, which was unknown and therefore set to zero. This would
usually result in zero heat transfer and a trivial solution. However,
grid cells intersected the prism and were in contact with the inte-
rior cuboid surfaces, facilitating heat transfer. Flomerics@20# dis-
cuss this. Curved surfaces can be constructed in Flotherm version
2.1, but must be adiabatic, and are therefore of little use for the
present geometry. In the present work it was decided to construct
the cylinder out of cuboids, with an area factor applied to thex
andy directions. A close-up of the model of the cylinder is shown
in Figure 10, which illustrates the construction of the cylinder.

Grid cell aspect ratios were kept below twenty, as recom-
mended by Flomerics@21#. Four models were run with tempera-
ture boundary conditions measured from the experimental inves-
tigation, shown in Table 1.

Figure 9 shows the grid arrangement used in the models. A two
dimensional grid of 11,172 grid cells was used. The grid density
was increased in the region near the cylinder, the plume region,

and the enclosure ceiling and side-walls. To check for grid inde-
pendence, the number of grid cells was increased to 18,480 and
30,076, and the frequency and amplitude of the oscillation of the
temperature andx velocity component was monitored at a point
midway between the cylinder and the enclosure ceiling.

The flow was modelled as Boussinesq, with the thermophysical
properties evaluated at the film temperature. Bejan@22# cites the
universal Grashof number for transition as being of order 109. The
local Grashof number in the plume is of this order, therefore an
unsteady laminar model was employed. Experimental observa-
tions of the temperature field in the region of the plume impinge-
ment on the ceiling of the enclosure verified that the flow was
unsteady, but not turbulent in this region. The solution was run for
a transient time of 240 seconds in steps of 0.33 s, and data was
time averaged over a twenty second period after this. Monitor
points in the solution domain were used to verify that the flow was
developed by the 240 s. Times to convergence were typically eight
hours on a Pentium II 350 MHz PC with 256 MB RAM operating
on a Windows NT platform.

Because Flotherm does not calculate local Nusselt numbers di-
rectly, these were calculated from the temperature field near the
surface of interest. The temperature profile is theoretically linear
near the wall, therefore the local Nusselt number can be deter-
mined from

Nu5
D

~Tcyl2Te!
S T2Te

D D , (5)

whereD is a small distance from the surface.

Results and Discussion
In this section, results of the optical and numerical investiga-

tions are presented, compared and discussed.
Figure 11 shows a comparison of the optical and numerical

isotherms about the cylinder. The agreement is excellent, except in
the lower left hand region of the interferogrames where a fringe
localisation error is present. This is because of a difference in the
optical path lengths travelled by the reference and measurement
beams, due to the quality of the optical components used in the
investigation. The error is seen to diminish as the number ofFig. 9 Geometry and solver grid of numerical model

Fig. 10 Example of gridding about the cylinder. Shows the
cuboid construction of the cylinder.

Table 1 Experimentally measured temperature boundary con-
ditions applied in each of the four numerical models
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fringes increase. An asymmetry is discernible, particularly in
Fig. 11~c!, which is attributed to the plume oscillation. As noted
earlier, this unsteady nature of the plume prevented Digital
Phase Stepping. Data is not presented for a Grashof number of
2.183104, owing to the large number of fringes present in the
interferogram which makes visual comparison difficult.

Figure 12 shows a comparison of the dimensionless tempera-
ture profile, measured from the interferograms shown in Fig. 11,

with data from the literature for the horizontal cylinder in an ex-
tensive atmosphere. The angleu is measured from the lower cyl-
inder stagnation point. Because the plume was observed to oscil-
late and is laterally displaced in some of the interferogrames, the
profiles plotted atu5180 deg were taken at the plume centreline.
For u590 deg, very good agreement is obtained with the litera-
ture. However foru5180 deg, at the cylinder upper stagnation
point, there is considerable scatter. At Ra51.043104, the present
data deviates up to a maximum of 25 percent from the numerical
prediction of Kuehn and Goldstein@23#, and up to 20 percent from
the numerical benchmark solution obtained by Saitoh et al.@24#.
Saitoh et al. suggest experimental error as an explanation for the
discrepancies in the plume region, but fail to offer any evidence to
support this claim. Kuehn and Goldstein@23# also took measure-
ments with a Mach-Zehnder interferometer, and attributed the dis-
crepancies in their data atu5180 deg to end effects.

Before continuing, it is worthwhile to consider the accuracy of
the present interferometric temperature measurements, which de-
pends on three parameters: the accuracy of the thermocouple used
to calibrate the reference fringe, the accuracy in the placement of
that thermocouple at the center of the fringe, and end effects. The
thermocouple was calibrated to within 0.1°C. At worst, it is placed
at the edge of the reference fringe, which would introduce an error
of 1/4 of a fringe shift. This corresponds to a temperature change
of 0.6°C. Therefore, at worst, the present data has an uncertainty
of 0.7°C. End effects are minimized through a large ratio of cyl-
inder length to diameter, but this increases the sensitivity of the
interferometer and thereby the number of fringes. To compromise
between both, the cylinder had a length to diameter aspect ratio of
15, compared to 5.7 for Kuehn and Goldstein@23#. A check on the
accuracy of the measurements can be made by comparing the
surface temperature of the cylinder extrapolated from the mea-
sured temperature distribution to the values measured by the two
thermocouples located on the cylinder surface. Because refraction
effects begin to manifest at the two higher Rayleigh numbers in-
vestigated, evident from the blurring of the cylinder outline, it is
better to consider the two lower Rayleigh numbers where refrac-
tion effects were insignificant. For a Rayleigh number of 6.80
3103, an extrapolated surface temperature of 38.6°C was ob-
tained, compared to values of 38.6°C and 38.7°C measured by the
two thermocouples. For a Rayleigh number of 1.043104, an ex-
trapolated surface temperature of 46.1°C was obtained, compared
to the thermocouple values of 46.2°C and 46.5°C. This agreement
also indicates that end effects were insignificant in the experiment.

The accuracy of the measurements is further supported by the
excellent agreement between the experimental and numerical iso-
therms. Therefore, the discrepancies in the data from the present
investigation in Fig. 12 cannot be explained through experimental
uncertainty. If the enclosure was influencing the results, the scatter
should also be present atu590 deg, where the agreement is very
good. Given the scatter also evident in the literature, it is more
likely that the correlating parameters are invalid, owing to the
breakdown of boundary layer assumptions in the plume region.

Figure 13 shows the numerical local Nusselt number distribu-
tion over the cylinder and enclosure inner surface at four Rayleigh
numbers compared to the optical measurements taken about the
cylinder, the plume impingment on the enclosure ceiling and an
upper corner of the enclosure. The agreement about the cylinder in
excellent, as would be expected from Fig. 11.

The local Nusselt number is greatest at the lower cylinder stag-
nation point, and gradually decays in magnitude along the cylin-
der surface. A rapid decrease occurs above an angle of 150 deg,
measured from the lower stagnation point, where the two symmet-
ric boundary layers merge to form the plume. Thus most of the
heat from the cylinder passes through the lower half of the cylin-
der and is convected upwards into the plume. The decrease in the
local cylinder Nusselt number in the plume region is caused by
the insulation provided by the separation of the boundary layers to

Fig. 11 Comparison of optical and numerical isotherms: „a…
RaÄ6.80Ã103; „b… RaÄ1.04Ã104; and „c… RaÄ1.66Ã104.
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form the plume in that region. The large thickness of the boundary
layer in the plume region offers the most likely explanation for the
scatter present atu5180 deg in Fig. 12.

Having been convected into the plume, most of the heat from
the cylinder is transferred to the enclosure in region of the plume
impingement on the ceiling, with a peak in the heat transfer co-
efficient at the stagnation point on the ceiling. The remaining heat
is removed through the cooling of the fluid as it moves along
the enclosure ceiling, with a minor peak in the heat transfer
where the remaining momentum of the fluid is lost in another
region of impingement immediately below the upper corners of
the enclosure.

The Nusselt number distribution along the upper interior enclo-
sure surface exhibits a bell shaped profile, similar to the profile for
a jet impinging on a flat plate for large nozzle to plate spacings,
described by Incropera and De Witt@25#. The numerical profiles
are symmetric about the enclosure center-line. However, the mea-
sured plume impingement is displaced slightly to the left of the
center-line. Dalton and Davies@4# showed that the plume is sen-
sitive to its geometric position within the enclosure. Changing the
lateral and vertical displacement of the cylinder by 1 percent re-
sulted in changes in the temperature and lateral displacement of
the plume. In the present experiment, the cylinder was centred to
within 1 mm of the enclosure centreline. The cylinder was centred
exactly in the numerical model, hence the zero lateral displace-
ment of the peak impingement Nusselt number.

For Rayleigh numbers of 6.803103 and 1.043104, good
agreement is obtained with numerical and optical results. How-
ever, at the two higher Rayleigh numbers, the agreement is not so
good. The peak Nusselt number is 15 percent and 20 percent
lower than the numerical prediction for each of the Rayleigh num-
bers of 1.663104 and 2.183104 respectively. The increasing dis-
crepancy with increasing Rayleigh number is attributed to the
three dimensional nature of the plume impinging on the enclosure
ceiling. Thez-component in the impingement area would result in
a lower integrated average temperature, as measured by an inter-
ferometer, and thus lead to a lower measured local Nusselt num-
ber. Thez-component would diminish in thex-direction as the
flow moves along the the ceiling of the enclosure. This is sup-

ported by the excellent agreement between experiment and pre-
diction in the corner region, where the flow can be regarded as
two dimensional.

The corner region is essentially stagnant with little heat transfer
taking place. Immediately below the corner region, where the flow
reattaches, there is a peak in the Nusselt number, of similar mag-
nitude as the Nuselt number obtained six cylinder diameters from
the impingment centreline, followed by a gradual reduction as the
fluid is cooled whilst it flows down the enclosure side wall. The
peak indicates that the fluid has not fully lost its momentum by the
time it has moved along the enclosure ceiling. No fringes were
present in the corner region for the two lower Rayleigh numbers,
indicating that the fluid had sufficiently cooled beforehand. Dalton
@26# provides a detailed discussion of the recirculation in an
isothermal and non-isothermal enclosure, and describes how
the fluid, when not sufficiently cooled at the top of the enclosure,
rolls into a vortex which mixes the air and cools it, leading to a
recirculation.

The heat transfer at system level can be described as a combi-
nation of forced and natural convection. Although the heat transfer
about the cylinder is free convection, the impingement region is in
forced convection. Because the momentum of the fluid is largely
lost by the ceiling corner, the downward flow over the enclosure
wall is induced by free convection. Describing the heat transfer at
cylinder and enclosure level as mixed convection highlights the
complexity of enclosed free convection flow.

A heat balance shows that the ratio of the mean cylinder and
enclosure Nusselt numbers equals the ratio of the enclosure to
cylinder thermal areas. That is,

Nucyl

Nue
5

Ae

Acyl
, (6)

where the Nusselt numbers are averaged over the entire surface
area. Equation 6 is proposed as a check for numerical predictions.
For Ra51.043104, values of 22.4 and 22.9 are obtained for the
left and right hand sides of Eq. 6 respectively, or a difference of 2
percent. The method is perfectly general. For instance, to find the
mean internal Nusselt number for a room, heated by a free con-

Fig. 12 Comparison of non-dimensional temperature distribution with the literature
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vection heater, it is only necessary to know the mean Nusselt
number of the heater, which is usually well known, and the area
ratio of the heater to the internal walls and ceiling. The case de-
rived is for isothermal surfaces.

Consider a system similar to that shown in Fig. 13, but in which
the enclosure does influence the cylinder Nusselt number. On the
basis of the local Nusselt distribution presented in Fig. 13, it
would seem worthwhile recommending to replace the sharp cor-
ner of the ceiling and side-wall with a fillet radius. This would
reduce the loss in momentum in the corner. At sufficiently high
temperatures, the fluid may still possess momentum by the time it
reaches the cylinder. The cylinder heat transfer would then be by
mixed convection, and enhanced.

For the measurements presented in this paper, the boundary
conditions were well defined and readily measured. Consequently,
Flotherm was able to accurately predict the temperature fields in
the enclosure. The largest discrepancies arose in the region of the
plume impingement on the ceiling of the enclosure, where three
dimensional effects were present, but had been modelled as two
dimensional. Although a more expeditious solution could prob-
ably have been obtained through a steady turbulent simulation, the
ambiguities introduced by attempting to define the turbulent vis-
cosity are eliminated in the unsteady laminar approach.

Conclusions

• Although the Michelson interferometer is twice as sensitive
as the corresponding Mach-Zehnder arrangement, problems with
focusing cause it to be less useful than the Mach-Zehnder.

• Real-time Digital Moiré Subtraction has been success-
fully applied to the measurement of unsteady enclosure free
convection.

• Comparison between the numerical and measured tempera-
ture field about the isothermal horizontal cylinder is excellent.

• Discrepancies in the peak numerical and optical Nusselt num-
bers in the plume impingement region is attributed to the three
dimensional nature of the flow.

• Scaling based on Ra0.25 breaks down in the region where the
flow separates from the cylinder surface to form the plume.

• Enclosures with sharp corners create stagnant regions in the
flow and result in a decrease in the enclosure Nusselt number.

• A simple ratio of areas can be used to calculate the mean
Nusselt number for any shaped enclosure with a heated body lo-
cated inside it, knowing the mean Nusselt number of the heated
object, provided the surfaces are isothermal.

Fig. 13 Measured and predicted Nusselt number distribution at four different Rayleigh numbers, over
the cylinder, shown as a polar plot, and over the inner surface of the enclosure, shown as a linear plot
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Nomenclature

A 5 area, m2

D 5 cylinder diameter, m
K 5 Gladstone-Dale constant, m3/kg
L 5 length, m
N 5 fringe number
R 5 gas constant, J/kg K
T 5 temperature, °C

cp 5 specific heat capacity, J/kgK
g 5 gravitational acceleration, m/s2

h 5 heat transfer coefficient, W/m2K
k 5 conductivity, W/mK
n 5 refractive index
p 5 pressure, N/m2

r 5 radial distance from cylinder, m
x, y, z 5 Cartesian coordinates

b 5 volume coefficient of expansion, K21

D 5 distance, m
DF 5 change in phase angle

u 5 angle, deg
m 5 dynamic viscosity, Ns/m2

l 5 wavelength, m
r 5 density, kg/m3

Subscripts

cyl 5 cylinder
e 5 enclosure

Dimensionless Parameters

Nu 5 hD/k; Gr5r2gb(Tcyl2Te)D
3/m2; Pr5mcp /k;

Ra 5 GrPr; x* 5x/D; y* 5y/D; R* 5rRa0.25/D
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Interaction Effects Between
Surface Radiation and Turbulent
Natural Convection in Square
and Rectangular Enclosures
The interaction effects of surface radiation with turbulent natural convection of a trans-
parent medium in rectangular enclosures have been numerically analyzed, covering a
wide range of Rayleigh number from 109 to 1012 and aspect ratio from 1 to 200. The
vertical walls of the enclosure are isothermal and maintained at different temperatures.
The adiabatic top and bottom walls of the enclosure have been modelled for the limiting
cases of negligible or perfect conduction along their lengths. The interaction with surface
radiation results in larger velocity magnitudes and turbulence levels in the vertical as well
as horizontal boundary layers, leading to an increase in the convective heat transfer by
;25 percent. Due to the asymmetrical coupling of radiation, the augmentation of con-
vective Nusselt number of the cold wall is larger than that of the hot wall. In tall enclo-
sures, the convective Nusselt number exhibits three distinct regimes with respect to aspect
ratio, viz. the slow growth regime, the accelerated growth regime and the invariant (or
saturated) regime. The augmentation of convective Nusselt number for perfectly conduct-
ing horizontal walls is found to be of similar nature to that in the case with radiation
interaction. @DOI: 10.1115/1.1409259#

Keywords: Conjugate, Enclosure Flows, Heat Transfer, Natural Convection, Radiation,
Turbulence

1 Introduction
Natural convection in rectangular enclosures is encountered in

many engineering applications such as heating and cooling of
rooms, solar collectors, cooling of electronic equipment, cooling
of various sub-systems of a nuclear reactor etc. The problem of
laminar natural convection in a square enclosure has been exten-
sively studied in literature for various boundary conditions. Bench
mark numerical solutions for natural convection in a square en-
closure with two isothermal and two adiabatic walls have been
obtained by de Vahl Davis and Jones@1#. While these benchmark
solutions have helped numerical analysts in validating their codes,
there were discrepancies between the benchmark solutions and
experimental measurements, with the measured values of Nusselt
number being less~see@2,3#!. The reason for such discrepancies
has been traced to the presence of surface radiation in transparent
media such as air. Moreover, it is very difficult to achieve adia-
batic conditions on the top and bottom walls in an experiment,
when the fluid medium in the enclosure is a gas. Even for near-
ideal conditions of insulation, heat conduction within the adiabatic
walls alters the flow and temperature fields in the fluid and hence
the net heat transfer rate. Also the adiabatic walls contribute to the
net heat transfer, by absorbing radiative heat from the hot wall and
supplying it to the fluid convectively. In practical applications, the
sizes of the enclosures are large so that the natural convective flow
is turbulent and the temperature conditions are such that the ra-
diative heat transfer is significant. In this paper, we present a
comprehensive model for conjugate analysis, which includes heat
conduction through the enclosure walls, surface radiation interac-
tion between them and turbulent natural convection in the trans-
parent fluid medium.

Excellent reviews of laminar natural convection in enclosures

have been presented by Ostrach@4# and Hoogendoorn@5#. Many
experimental and numerical analyses have been carried out to un-
derstand turbulent natural convection in enclosures also. Some of
the experimental studies on turbulent natural convection are that
of Elsherbiny et al.@6#, Cheesewright and Ziai@7#, Cheesewright
et al. @8#, Olson et al.@9# and Shewen et al.@10# for air filled
enclosures, and Ozoe et al.@11# and Giel and Schmidt@12# for
water filled enclosures. The measured data for moderate aspect
ratio enclosures indicate distinct boundary layers on the vertical
walls, which are significantly different from those on isolated
plates, and a uniform vertical temperature gradient in the core
fluid. In the turbulent regime, the Nusselt number is found to
increase with aspect ratio, while the contrary is seen in the laminar
regime. Some of the important numerical studies on turbulent
natural convection are that of Ozoe et al.@11#, Giel and Schmidt
@12#, Markatos and Pericleous@13#, Fusegi and Farouk@14#, Hen-
kes @15#, Henkes and Hoogendoorn@16#, Gan@17# and Xu et al.
@18#. These numerical studies demonstrate the capabilities of vari-
ous turbulence models to predict turbulent natural convective flow
in enclosures.

Most of the above referred literature pertains to turbulent natu-
ral convection without radiation interaction. However, in many
practical situations, the temperature levels of the enclosure walls
are high enough for the radiative heat transfer to be significant.
Surface to surface radiation through a transparent medium modi-
fies the temperature distribution of the adiabatic top and bottom
walls, which in turn, affect the stratification in the enclosure and
hence the convective heat transfer. Hence, the objectives of the
present study are~i! to find the influence of surface radiation on
turbulent natural convection of a transparent medium in differen-
tially heated square and tall vertical enclosures, and~ii! to system-
atically analyze the effects of emissivity, mean temperature and
temperature difference on the convective and radiative Nusselt
numbers of the hot and cold walls.
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2 Mathematical Formulation
Consider a two dimensional vertical rectangular enclosure of

heightH and widthW as shown in Fig. 1. The left wall is heated
and the right wall is cooled, while the outer surfaces of the top and
bottom walls are maintained adiabatic. The inner surfaces of these
walls participate in heat transfer via conduction in the lengthwise
direction, surface absorption/emission of radiation and natural
convective heat exchange with the fluid medium. The turbulent
flow in the enclosure is described by the time averaged Reynolds
equations with Boussinesq approximation for buoyancy. To pre-
dict the turbulent stresses and fluxes, the standardk-« model is
adopted due to its simplicity and successful application in similar
problems@5#. The Reynolds-averagedN-S equations along with
the equations fork and« in Cartesian coordinates are given by
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As recommended by Markatos and Pericleous@13#, the various
constants pertaining to the turbulence model have been selected as
Cm50.09, C«151.44, C«251.92, sT51.0, sk51.0, and s«
51.3. In literature, there is no consensus on the right choice of
C«3 and following Henkes@15#, it is taken as tanh(v/u). No wall
functions are used and sufficiently fine grids are employed in the
inner layer to enable integration up to the walls@15#. Equations
~1!–~6! are subject to the following boundary conditions:u50,
v50, k50, and«5} ~for the numerical implementation, it has
been set as 1020) on all the walls. The left and right walls are
isothermal atTh and Tc , respectively, while the temperature
variation along the adiabatic top and bottom walls can be deter-
mined including the effects of surface radiation, convection and
conduction in the lengthwise direction. Here, assuming the walls
to be sufficiently thin, the temperature variation in the thickness
direction is neglected. The generalized energy balance equation
over an elemental wall segment having diffuse gray surfaces,
shown in Fig. 1, can be expressed as

Kwtw

]2Tw

]s2 1q11q21«1G11«2G25~«11«2!sTw
4 , (7)

whereKw , tw , andTw are the thermal conductivity, thickness and
temperature of the wall,s is the length measured along wall,« is
the hemispherical emissivity of wall surface,G is the irradiation
falling on wall surface and subscripts 1 and 2 refer to conditions
on external and internal surfaces of the wall. Convective heat flux,
q1 , is evaluated from ambient fluid temperature, heat transfer co-
efficient, andTw . For a wall which is made adiabatic externally,
we can setq15«150. Convective heat flux,q2 , is evaluated from
q25K(T2Tw)/Dn, whereK andT are thermal conductivity and
local temperature of fluid in the enclosure andDn is the normal
distance of the first fluid node from wall surface. The irradiation is
related to radiosity~B!, through the relation

Bi5« isTwi
4 1~12« i !Gi , (8)

where subscripti is the index of the elemental segments forming
the enclosure. Substituting forG in terms of B and using the
inverse relationship, we get

Gi5(
j 51

N

BjFi 2 j and (
j 51

N Fd i j 2~12« i !Fi 2 j

« i
GBj5sTi

4, (9)

where,Fi 2 j is the shape factor from segmenti to segmentj, d i j is
the Kronecker delta andN is the total number of radiating seg-
ments. Equation~7! forms a set of tridiagonal algebraic equations
on discretisation, for the nodal temperatures of each wall, which
need to be solved in conjunction with the Eqs.~8! and ~9!. It is
also connected to Eqs.~1!–~6! through the wall temperaturesTw .

Fig. 1 Schematic of the enclosure and heat balance for an
elemental wall segment
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Thus, the interfacial requirements are the continuity of tempera-
ture and heat flux between adjacent media. Equations~1!–~6! are
numerically solved by the SIMPLE algorithm on a staggered grid
@19#. Fine grids are considered within the boundary layers where
the flow and temperature variations are sharp and relatively coarse
grids are found sufficient in the core region. The grid close to the
isothermal walls is stretched by tanh function in the horizontal
direction and the grid adjacent to the adiabatic walls is stretched
in the vertical direction by a sine function@15#. The smallest
non-dimensional grid size used close to the wall varies from
;531025 ~for 42342 grid!to 331025 ~for 62362 grid!.

3 Validation
For the purpose of validation, the problem of turbulent natural

convection of air without radiation interaction in a square enclo-
sure has been solved for Rayleigh number values 109 to 1012. This
problem has been analyzed numerically by Markatos and Pericle-
ous @13# and Henkes@15#. Table 1 compares the present predic-
tions of average Nusselt number with these published results. Also
presented in the same table are the results obtained from the ex-
perimental correlation proposed by Elsherbiny et al.@6#, based on
large aspect ratio enclosures in air for Rayleigh numbers up to
107. It is seen that the present predictions are closer to the data
based on experimental correlation than the other numerical re-
sults. The maximum deviation between the present predictions
and the experimental correlation is about69 percent. Between the
two reported numerical results, the present one compares better
with that of Henkes@15# with a maximum deviation~at high Ray-
leigh number!of ,10 percent. A plausible reason for the above
trend could be that Markatos and Pericleous@13# used wall func-
tions, whereas in the predictions of the present work and that of
Henkes@15# no wall function is used. The present predictions are
consistently lower than those of Henkes@15#, probably due to the
fact that the value ofsT employed in the present analysis is 1.0 as
against the value of 0.9 used by Henkes@15#.

As another validation, the problem of turbulent natural convec-
tion of air in an enclosure with aspect ratio~AR! of 5 at a height
based Rayleigh number~Ra!of 5.3231010 is analyzed. King@20#
and Cheesewright et al.@8# have provided experimental data for
this problem whereas Henkes and Hoogendoorn@16# have pro-
vided a reference solution forAR51, using the numerical results
of 10 groups of researchers. The local distribution of Nusselt num-
ber and mid-height values of vertical velocity are compared in
Figs. 2~a–b! for AR55, with the experimental data@20#. The
present value of Nusselt number compares reasonably with the
reference solution@16# as well as with the hot wall experimental
data@20#. But the experimental cold wall Nusselt number is lower
than the numerical values as well as the measured hot wall data. A
plausible reason for this deviation could be the heat loss encoun-
tered in the experiment through the top wall~see,@16#!. The mid-
height vertical velocity within the boundary layer is in very good
agreement with the reference solution@16# and the experimental
data@8#. Similarly, the present results of friction factor (Cf) and
turbulent shear stress (u8v8) for AR51 are also found to com-
pare well with the reference solution@16# and experimental data
@20,8#, as shown in Table 2.

Figure 3 compares the distribution of mid-width air temperature
for AR56 and Ra57.1231010, with experimental data of Ref.@7#
and the reference solution. The present results compare reasonably
with the experimental data, as much as the reference solution
does. The experimental data do not exhibit the diagonal symmetry
demanded by boundary conditions. In order to verify whether heat
loss is the reason for the discrepancy between the theory and

Table 1 Comparison of average Nusselt numbers for turbulent
natural convective flow without radiation for square enclosures

Fig. 2 Comparison of present solutions with reference solu-
tion and experimental data for Ra Ä5.32Ã1010, RawÄ4.26Ã108,
and ARÄ5; „a… Nusselt number, and „b… mid-height vertical
velocity.

Table 2 Comparison of present solution with reference solu-
tion and experiments for Ra Ä5.32Ã1010
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experiment@7#, the flow in enclosure ofAR56 was simulated
considering heat loss through the top wall. The wall was taken as
being made up of stainless steel of 5 mm thickness. The external
surface of top wall was exposed to an ambient at 298 K with
various values of heat transfer coefficient, while the external sur-
face of bottom wall was taken as adiabatic. It can be seen in Fig.
3, that as the top wall heat loss is increased up to;11 percent of
the heat transfer from the hot wall, the numerical data moves
closer to the measured values.

4 Grid Sensitivity and Uncertainty Analyses
For assessing the sensitivity of the predictions on the grids em-

ployed, the case of turbulent natural convection of air in a square
enclosure at Ra51011 with emissivity of the surfaces equal to 0.9,
was analyzed with two different grid patterns viz. 42342 and
62362. The smallest step size in the latter grid is almost half of
that in the former. The distribution of local Nusselt number on the
hot wall is compared in Fig. 4, for both the grid patterns. It is seen
that the results of both the grids are quite close, with a maximum
deviation in the average value of;1 percent. Similar comparisons
of mid-height vertical velocity and temperature, and mid-width
horizontal velocity and temperature were also carried out and

found to be as good as the comparison presented in Fig. 4. Hence,
for almost all the results to be discussed further~except in the case
of very tall enclosures!, the grid pattern of 42342 has been
adopted. As shown in Fig. 4, for tall enclosures~say, AR520),
the number of grids in the vertical direction needs to be increased
to at least 82 for accurate solution.

The error in the present numerical analysis consists of two parts
viz. ~i! discretisation error due to the finite mesh size employed,
and ~ii! uncertainty in thek-« turbulence model employed for
predicting turbulent natural convection flow. A quantity of engi-
neering interest is the Nusselt number (Nuf) that is a derived
quantity. The average values of Nuf predicted on two non-uniform
grid patterns 42342 and 62362 having the smallest non-
dimensional grid sizes as 4.7931025 and 2.9431025 are 326 and
331, respectively. Extrapolating from these, the value of Nuf , for
a grid size of zero is 339. Hence, the error due to discretisation is
23.8 percent. On comparing the present predictions of Nuf with
that obtained from the correlation of Elsherbiny et al.@6#, the
value of Nuf has an error of26.5 percent at the smallest Rayleigh
number of 109 and19 percent at the largest Rayleigh number of
1012. When the hot wall Nuf is compared with the experiments of
King @20#, the numerically predicted Nuf has an error of113
percent. Hence, the error introduced by turbulence modeling could
be taken as113 percent to26.5 percent.

5 Results and Discussion
The study has been carried out over the range of parameters,

Ra5109– 1012, «50 – 0.9,To5223– 423 K,DT510– 250 K, and
AR51 – 200, with air as the fluid. For the top and bottom walls,
the limiting values of negligible conduction~NCW! and perfect
conduction ~PCW! along the wall have been considered. For
NCW, thickness and conductivity of the walls are taken to be
1026 units while for PCW, these values are taken to be 1 and 104

units respectively. When conduction along the top and bottom
walls is quite strong, a linear temperature profile results in them if
they are in contact with the isothermal vertical walls, as seen from
Eq. ~7!. Solutions are obtained by considering convection-
radiation coupling as well as by neglecting this coupling. In the
latter case, convective and radiative heat transfers are estimated
totally independent of each other.

5.1 Flow and Heat Transfer Features for Square Enclo-
sures. The flow distributions in the enclosure for emissivity val-
ues of 0 and 0.9 are shown in Figs. 5~a!and 5~b!, respectively.
The corresponding temperature distributions are shown in Figs.
6~a! and 6~b!. As seen in Fig. 5~a!, for pure natural convection
~«50!, distinct thin vertical boundary layers are formed adjacent
to the isothermal walls. These boundary layers grow in a manner
similar to natural convection boundary layer over a vertical plate
kept in an infinite ambient. There is a strong thermal stratification
in the enclosure with a non-dimensional temperature difference of
the order of 0.7 between the top and bottom walls~Fig. 6~a!!. The
hot wall boundary layer is observed to grow monotonically up to
;3/4th height and thin down as the height increases further.
Above the mid-height, some downward flow is seen outside the
hot wall boundary layer~Fig. 5~a!!. It appears that the fast moving
hot boundary layer flow lifts up a part of the cold core fluid by
viscous shear. The lifted core fluid experiences adverse buoyancy
as it travels upwards due to stable stratification prevailing in the
enclosure and eventually descends as a reverse flow. Similar ob-
servations hold for cold wall boundary layer also. Thus, stable
stratification tends to retard convective circulation in the enclo-
sure. It is worth mentioning here about the experiments of Fu and
Ostrach@21#, in which the authors found that by heating the top
wall and cooling the bottom wall, convection could be suppressed
to a considerable extent. From Figs. 5~b! and 6~b!, it is clear that
radiation modifies the flow and temperature fields substantially.
The core of the enclosure is nearly stagnant and the natural con-
vective flow is channalised close to the bounding walls, forming

Fig. 3 Predicted fluid temperature variation at mid-width in an
enclosure of ARÄ6 for RaÄ 7.12Ã1010: comparison with ex-
perimental data and reference solution.

Fig. 4 Effect of grid size on hot wall Nusselt number in square
and tall enclosures for DTÄ50 K, ToÄ323 K, and «Ä0.9
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distinct vertical as well as horizontal boundary layers. The mag-
nitude of circulation velocity is larger compared to that of the
non-radiative case. A glance at the temperature contours suggests
that there is unstable stratification close to the top and bottom
walls ~i.e., hot fluid below cold fluid!. Within the core there is
stable stratification but it is milder than that in non-radiative en-
closure. Because of this, the reverse flows adjacent to the hot and
cold wall boundary layers are absent.

For the non-radiative case~«50! at a Rayleigh number of 1011,
the maximum predicted value of turbulent kinetic energy (kmax) is
of the order of 1022 m2/s2 and this occurs in regions close to the
upper part of the hot wall and lower part of the cold wall. In fact,
except in small pockets close to these walls, the value ofk is less

than 1024 m2/s2 near the adiabatic walls and in the core portion of
the fluid. In contrast, for the case of«50.9, k is of the order of
1022 m2/s2 for the whole length of the hot and cold walls and it is
in the range of 1023 m2/s2 in the boundary layers of the adiabatic
walls also. These predictions indicate that turbulence effects are
significant in limited zones close to the hot and cold walls for the
non-radiative case while they are significant in the entire bound-
ary layer regions of all the four walls when radiation interaction
occurs. For «50, the value of kmax at mid-height, non-
dimensionalized with respect to the maximum vertical velocity at
the same height was found to be 0.204 in the present calculation
and it matches almost exactly with the value of 0.211 reported by
Henkes@15#. The experimental value of Tsuji and Nagano@22# for

Fig. 5 „a… Velocity field in a square enclosure during pure
natural convection „in mÕs…, „RaÄ1011, «Ä0…; „b… velocity field in
a square enclosure during natural convection–radiation inter-
action „in mÕs…, „RaÄ1011, «Ä0.9, ToÄ323 K, DTÄ50 K… .

Fig. 6 „a… Temperature field in a square enclosure during pure
natural convection, †„TÀTc…ÕDT‡, „RaÄ1011, «Ä0…; „b… tem-
perature field in a square enclosure during natural
convection—radiation interaction, †„TÀTc…ÕDT‡; „RaÄ1011,
«Ä0.9, ToÄ323 K, DTÄ50 K… .
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a vertical plate in air is also 0.211. These comparisons of pre-
dicted and measuredk values validate the turbulence model used
in the present calculations.

The Nusselt number~Nu! on the walls is calculated from Nu
5qW/(KDT), whereq52K(]T/]n)wall for convective contri-
bution andq5@«/(12«)#(sTw

4 2B) for radiative contribution.
The distributions of local Nusselt numbers on the hot wall for the
cases of pure convection~«50! and with convection-radiation in-
teraction~«50.9!are shown in Fig. 7~a!. For the sake of compari-
son, the radiative Nusselt number (Nur) variation, in the absence

of flow is also included. For the case of pure convection, it is seen
that the convective Nusselt number (Nuf) decreases from a very
large value at the bottom of the wall to a minimum at around
y/H50.08, and then registers a mild increase with distance. The
value of Ray at this point is;53107 which matches closely with
the Rayleigh number for laminar to turbulent flow transition, pre-
dicted by Henkes@15# for a square enclosure. Beyond the transi-
tion zone, Nusselt number decreases gradually with distance, due
to the growth of the turbulent boundary layer. With radiation in-
teraction, the convective Nusselt number (Nuh f or Nuc f) is more
than the pure convective value in general, due to higher flow
velocity magnitudes and turbulence levels. This is contrary to the
trend seen in the case of laminar natural convection@2,3#. As
regards the radiative Nusselt number distributions, it is observed
that the pure radiation profile is symmetric about mid-height as
demanded by the boundary conditions. With interaction, however,
the radiative Nusselt number of the hot wall (Nuhr) increases
marginally at lower elevations where the local view factor be-
tween hot wall and the relatively cold bottom wall is higher. From
the Nusselt number distributions on the cold wall, shown in Fig.
7~b!, it can be seen that the convective Nusselt number with ra-
diation interaction is larger~by ;16 percent!than the pure con-
vection case. Evidently, the augmentation in the cold wall convec-
tive Nusselt number is more than that for the hot wall with
radiation-convection interaction.

The fluid temperature variation along the mid-width of the en-
closure (Tmw) and local Nusselt number distributions along the
horizontal walls are shown in Fig. 7~c!. Only the radiative Nusselt
numbers (Nutr and Nubr) have been plotted since the convective
Nusselt number values will be the negative of the respective ra-
diation based values, because of the imposed adiabatic NCW con-
dition. Under the influence of radiation, the fluid temperature pro-
file indicates that the top wall pre-cools the fluid thereby reducing
convective heat transport to the cold wall. The heat flux absorbed
by the top wall is re-emitted to other walls as radiation. The bot-
tom wall similarly receives heat by radiation and returns it by
convection. Such pre-heating by the bottom wall reduces the tem-
perature difference between the hot wall and the boundary layer
fluid. The radiative Nusselt number on the top wall (Nutr) in-
creases as one moves towards the cold wall due to larger local
view factor between the two heat exchanging surfaces, requiring a
similar increase in convective heat transfer within the fluid. For
similar reasons, the magnitude of Nusselt number on the bottom
wall (Nubr) is larger as one moves towards the hot wall.

In the absence of convection, the top and bottom wall tem-
peratures should be identical and the mean temperature should
be equal to the equilibrium temperatureTeq given by ((Th

4

1Tc
4)/2)1/4. It is clear that the equilibrium temperature is closer to

Th than to Tc . Therefore, the effective temperature difference
between the fluid and the top wall is less than that between the
fluid and the bottom wall. This is the reason for the top wall
convective heat flux being lower than the bottom wall flux when
radiation interaction is present. For similar reasons, the cold wall
convective Nusselt number is larger than the hot wall convective
Nusselt number. To satisfy the heat balance, the radiative Nusselt
number to the cold wall is less than that from the hot wall. The
overall heat balance between all the wall surfaces was found to be
exact~within a tolerance of,0.1 percent!as a cross check on the
predicted results.

In Fig. 8, the variation of average convective Nusselt number
during pure convection (Nuf) is shown as a function of Rayleigh
number. The relation, Nuf50.036623Ra0.3555 represents the nu-
merically predicted data within 1 percent. The hot and cold
wall convective Nusselt numbers with radiation~«50.9! are
represented by the relations, Nuh f50.05943Ra0.3406 and Nuc f

50.06543Ra0.3388, respectively, and it is evident that the average
convective Nusselt numbers increase due to radiation interaction.
The percentage of augmentation of convective Nusselt number is
larger at lower Rayleigh number. For example, the augmentation

Fig. 7 Influence of radiation on Nusselt numbers and fluid
temperature; „a… hot wall Nusselt numbers; „b… cold wall Nus-
selt numbers, and „c… top and bottom wall Nusselt numbers and
mid-width fluid temperature for Ra Ä1011, ARÄ1, ToÄ323 K,
and DTÄ50 K: Nu r—radiative Nusselt number without flow;
Nuf—convective Nusselt number without radiation, Nu hr , Nucr ,
Nutr , and, Nu br —radiative Nusselt numbers with coupling; Nu hf
and Nu cf —convective Nusselt numbers with coupling.
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in Nuc f at Ra5109 is 26.4 percent as against an augmentation of
12.6 percent at Ra51012. The variations of radiative Nusselt num-
ber with Rayleigh number for pure enclosure radiation (Nur) and
with convection interaction (Nuhr and Nucr) are also shown in
Fig. 8, for a fixed set ofTo , DT, and«. The hot and cold wall
radiative Nusselt numbers are only slightly higher and lower than
the pure radiative value, because the temperatures of the enclosure
walls are very close to the pure radiative value for large values of
emissivity such as 0.9. The radiative Nusselt number is propor-
tional to Ra1/3, because the widthW varies as Ra1/3 whenTo , DT,
and « are fixed. The variations of total Nusselt number (NuT)
which is the addition of convective and radiative contributions,
obtained by coupled or decoupled analyses are also shown in the
figure. They are represented by the relations, NuT50.17
3Ra0.3365 and NuT50.1423Ra0.3414 respectively with an error
,0.7 percent. The decoupled analysis thus under predicts the heat
transfer rate.

5.2 Effects of Emissivity and Wall Temperature Values on
Heat Transfer for Square Enclosures. The effects of param-

eters such as emissivity, mean temperatureTo(5(Th1Tc)/2) and
temperature differenceDT on the convective, radiative and total
Nusselt numbers are highlighted in Table 3. For the sake of com-
parison, the results corresponding to coupled~convection-
radiation interaction case! and decoupled analyses are listed. It is
evident that convection-radiation interaction is quite significant at
lower Rayleigh numbers. The convective Nusselt numbers slightly
increase with emissivity, but the relative contribution of convec-
tion to the total heat transfer decreases due to steeper increase of
the radiative Nusselt numbers. The temperature differenceDT has
an independent influence apart from its role as a part of Rayleigh
number. It is known that the non-dimensional equilibrium tem-
perature of the top and bottom walls increases and moves towards
221/4 as the temperature difference increases.~The maximum
value is attained whenTc50.) As a result of this, the cold wall
convective Nusselt number increases and hot wall convective
Nusselt number reduces due to changes in the temperature differ-
ence between the fluid and the wall. In fact, the hot wall convec-
tive Nusselt number can be even lower than pure natural convec-
tive value if DT is sufficiently large. It can be shown that for a
fixed value of Ra,Nur varies as (DT)21/3. The total Nusselt num-
ber also decreases, mainly due to the reduction of radiative con-
tribution at higher values ofDT. Radiation is seen to play a sig-
nificant role as compared to natural convection heat transfer, even
at low mean temperature values such as250°C. As expected, Nur
increases in proportion toTo

3.

5.3 Effect of Wall Conduction for a Square Enclosure. In
order to see the influence of conduction along the length of the top
and bottom walls, these walls are considered to be perfectly con-
ducting ~PCW! and making contact with the vertical walls on
either end. The temperature profiles of these walls will be linear
with one end atTh and other end atTc . The local hot wall Nusselt
number for a fixed set ofTo , DT, and Ra is shown in Fig. 9 for
the case of PCW. Also shown in the same figure are the convec-
tive Nusselt numbers for pure convection and convection-
radiation interaction situations for negligibly conducting top and
bottom walls~NCW!. It is seen that the influence of strong wall
conduction on convective Nusselt number is similar to that of
surface radiation. Unlike for the case with radiation, however, the
influence of wall conduction is symmetric and the convective
Nusselt number for the hot and cold walls are augmented uni-
formly ~not shown in figure!as against the selective influence of
radiation.

5.4 Results for Tall Enclosures. In practical applications, it
is necessary to know the influence of surface radiation on turbu-
lent natural convection in tall enclosures with aspect ratio (AR)

Fig. 8 Variation of convective, radiative and total Nusselt num-
bers with Rayleigh number for ARÄ1, ToÄ323 K, «Ä0.9, and
DTÄ50 K

Table 3 Augmentation in total Nusselt number due to convection-radiation coupling for square enclosures
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.1. For this purpose, a wide range ofARvalues up to 200 for two
values of width based Rayleigh number (Raw), 109 and 1010 with
To5323 K andDT550 K are analyzed. ForAR5100 and Raw
55.43105, the mid-height variations of vertical velocity and
temperature are compared against the numerical results of Xu
et al. @18# and the DNS results of Versteegh and Nieuwstadt@23#,
in Fig. 10. The present results compare very well with these pub-
lished results validating the present model.

The dependence of average Nusselt numbers on aspect ratio,
estimated from coupled and decoupled analyses are shown in Fig.
11 for Raw51010. It is seen that the pure turbulent convective
Nusselt number (Nuf) increases with aspect ratio, in line with the
experimental observations of Shewen et al.@10#. This is contrary
to the variation of Nuf for laminar natural convection@24#, where
it reduces with increase in aspect ratio. It is also seen that Nuf
exhibits three distinct regimes viz.~i! slow growth regime up to
critical aspect ratio,~ii! accelerated growth regime between criti-
cal and saturation aspect ratios, and~iii! invariant regime, beyond
the saturation aspect ratio. These features are closely linked to the
growth of turbulent boundary layers on the hot and cold walls. In
the case of saturation aspect ratio, the flow is fully developed for

most of the height~with merged boundary layers!, having varia-
tion only in the horizontal direction. The radiative Nusselt num-
bers uniformly increase and approach the parallel plate value
given by, Nur5(«s(Th

42Tc
4)W)/((22«)K(Th2Tc)), as the as-

pect ratio increases. The influence of surface radiation on the con-
vective Nusselt number decreases as the aspect ratio increases
because the areas of the top and bottom walls that modify the flow
distribution in the enclosure become insignificant as compared to
the areas of the vertical walls. Thus, the convective-radiative cou-
pling becomes weaker as the aspect ratio increases and in tall
enclosures, the total Nusselt number can be obtained by a decou-
pled analysis.

6 Conclusions
The problem of turbulent natural convection in a transparent

fluid medium and its interaction with surface radiation has been
analyzed for rectangular enclosures. The following major conclu-
sions are drawn from the numerical simulation.

1 Surface radiation enhances the velocity and turbulence levels
in the boundary layers along the enclosure walls, thereby resulting
in higher convective heat transfer. Due to the asymmetrical influ-
ence of radiation, the augmentation of convective Nusselt number
for the cold wall is larger than that for the hot wall.

2 The contribution of radiative heat transfer is significant even
at temperatures as low as 0°C. Also, the temperature difference
between the hot and cold walls needs to be treated as an indepen-
dent parameter, for the flow with radiation interaction, in addition
to other governing non-dimensional parameters. The convective
augmentation is significant even at low emissivity values such as
0.1, but it reduces as the Rayleigh number increases.

3 In tall enclosures, the average Nusselt number variation ex-
hibits three distinct regimes, viz. slow growth, accelerated growth
and invariant regime. This behavior can be attributed to the inter-
action phenomena between the boundary layers of the vertical
walls.

4 The influence of perfectly conducting top and bottom walls
on the turbulent natural convective flow is found to be similar to
that of radiation interaction. Hence, the convective Nusselt num-
ber is enhanced when the adiabatic walls conduct heat along their
length.

Fig. 9 Influence of top and bottom wall conduction on hot wall
Nusselt number for Ra Ä1011, ARÄ1, ToÄ323 K, and DT
Ä50 K

Fig. 10 Comparison of present results with published results
for Ra wÄ5.4Ã105, ARÄ100, «Ä0, ToÄ323 K, and DTÄ50 K

Fig. 11 Variation of Nusselt numbers in tall vertical enclosures
for Ra wÄ1010, «Ä0.9, ToÄ323 K, and DTÄ50 K
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Nomenclature

AR 5 aspect ratio of the enclosure
B 5 radiosity

CP 5 specific heat of the fluid
Fi 2 j 5 view factor from elementi to j

g 5 acceleration due to gravity
H 5 height of the enclosure
G 5 irradiation
k 5 turbulent kinetic energy
K 5 thermal conductivity of the fluid

Nu 5 Nusselt number
p 5 pressure

Ra 5 Rayleigh number, (bgDTH3)/(va)
T 5 temperature of the fluid

u,v 5 horizontal and vertical velocity components
Vs 5 buoyant velocity scale, (bgDTW)1/2

u8v8 5 turbulent stress
W 5 width of the enclosure

x, y 5 horizontal and vertical coordinates

Greek

a 5 thermal diffusivity of the fluid
b 5 coefficient of volumetric expansion

DT 5 temperature difference between the hot and cold
vertical walls

« 5 dissipation rate ofk; hemispherical emissivity of
the enclosure surfaces

m 5 viscosity
r 5 mean density of the fluid
s 5 Stefan-Boltzmann constant

sk ,sT ,s« 5 turbulent Prandtl numbers ofk, T and«

Subscripts

b 5 values corresponding to bottom wall
c 5 values corresponding to cold wall
f 5 values related to convection
h 5 values corresponding to hot wall

max 5 maximum values
mh 5 values at mid-height of the enclosure
mw 5 values at mid-width of the enclosure

r 5 values related to radiation
t 5 values corresponding to top wall; turbulent

T 5 total contribution of convection and radiation
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A theoretical model is developed to describe the hydrodynamic behavior of the vapor-
liquid interface of a bubble at the heater surface leading to the initiation of critical heat
flux (CHF) condition. The momentum flux resulting from evaporation at the bubble base is
identified to be an important parameter. A model based on theoretical considerations is
developed for upward-facing surfaces with orientations of 0 deg (horizontal) to 90 deg
(vertical). It includes the surface-liquid interaction effects through the dynamic receding
contact angle. The CHF in pool boiling for water, refrigerants and cryogenic liquids is
correctly predicted by the model, and the parametric trends of CHF with dynamic reced-
ing contact angle and subcooling are also well represented.@DOI: 10.1115/1.1409265#
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Introduction
Critical heat flux~CHF! represents the limit of the safe operat-

ing condition of a system or a component employing boiling heat
transfer under constant heat flux boundary condition. Loss of liq-
uid contact with the heating surface at CHF leads to a significant
reduction in the heat dissipation rate. In pool boiling application,
such as in electronics equipment cooling, the drastic reduction in
boiling heat flux after CHF may lead to devastating results. There-
fore, a fundamental understanding of the mechanisms responsible
for the initiation of this condition continues to be of great impor-
tance. The current work models this phenomenon by including the
non-hydrodynamic aspect of surface-liquid interaction through the
dynamic receding contact angle. The model is tested with a num-
ber of data sets available in literature.

Previous Work

Historical Perspective. As early as 1888, Lang@1# recog-
nized through his experiments on high pressure water data that as
the wall temperature increased beyond a certain point, the heat
flux decreased dramatically. However, it was Nukiyama@2# who
realized that the maximum boiling rate might occur at relatively
modest temperature differences. An excellent summary of histori-
cal developments in this area was presented by Drew and
Mueller @3#.

Many researchers have considered various aspects of CHF.
Some of the important milestones include Lang@1#, Nukiyama
@2#, Bonilla and Perry@4#, Cichelli and Bonilla@5#, Kutateladze
@6,7# Rohsenow and Griffith@8#, Zuber @9#, Costello and Frea
@10#, Gaertner@11,12#, Katto and Yokoya@13#, Lienhard and Dhir
@14#, Haramura and Katto@15#, Liaw and Dhir@16#, Ramilison
and Lienhard@17#, Elkassabgi and Lienhard@18#, and Dhir and
Liaw @19#. A brief overview of some of these and a few other
important investigations is given in the following section.~The list
provided here is not intended to be comprehensive, and the author
is aware that he may have made some inadvertent omissions.!

Previous Models and Correlations. Although a number of
early investigators reported the critical heat flux phenomenon,

Bonilla and Perry@4# proposed the concept of flooding in obtain-
ing a correlation from the experimental data. Using the column
flooding theory, they derived four dimensionless groups. The ba-
sic concept seemed to work, but the approach was not pursued
further. Cichelli and Bonilla@5# correlated their experimental data
for organic liquids withqC9 /pC plotted against reduced pressure,
p/pC . Although their organic liquid data matched reasonably
well, the predictions were considerably lower than the experimen-
tal data for water by Addoms@20#.

Kutateladze@6,7# proposed that the meaning of bubble genera-
tion and departure were lost near the critical heat flux condition,
and it was essentially a hydrodynamic phenomenon with the de-
struction of stability of two-phase flow existing close to the heat-
ing surface. Critical condition is reached when the velocity in the
vapor phase reaches a critical value. Following a dimensional
analysis, he proposed the following correlation.

qC9

hlgr lg
0.5@sg~r l2rg!#1/4

5K (1)

The value ofK was found to be 0.16 from the experimental data.
Borishanskii@21# modeled the problem by considering the two-

phase boundary in which liquid stream flowing coaxially with gas
experiences instability. His work lead to the following equation
for K in Kutateladze’s equation, Eq.~1!.

K50.1314H r ls
3/2

m2@g~r l2rg!#1/2J 20.4

(2)

Although viscosity appears in Eq.~2!, its overall effect is quite
small on CHF.

Rohsenow and Griffith@8# postulated that increased packing of
the heating surface with bubbles at higher heat fluxes inhibited the
flow of liquid to the heating surface. PlottingqC9 /(hlgrg) versus
(r l2rg)/rg , they proposed the following correlation for CHF.

qC9

hlgrg
5CS g

gs
D 1/4Fr l2rg

rg
G0.6

. (3)

The equation is dimensional withC50.012 m/s,g is the local
gravitational acceleration, andgs corresponds to the standardg
value.

Zuber @9# further formalized the concept by considering the
formation of vapor jets above nucleating bubbles and flow of liq-
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uid between the jets toward the heating surface. As the heat flux
increases, the vapor velocity increases causing vapor and liquid to
compete for the same space; a condition for instability is thus
created.

Zuber @9# also postulated that vapor patches form and collapse
on the heater surface as CHF is approached. According to Zuber,
‘‘In collapsing, . . . @as# the vapor-liquid interface of a patch ap-
proaches the heated surface, large rates of evaporation occur and
the interface is pushed violently back.’’ Zuber considered the dy-
namic effects of vapor jets to be important and proposed that the
Taylor and Helmholtz instabilities are responsible for the CHF
condition. Using the stability criterion of a vapor sheet, they ob-
tained an equation similar to that of Kutatelazde@7#, but the value
of constantK ranged from 0.157 to 0.138. Simplifying the analy-
sis further, Zuber proposed a value ofK50.131.

Chang@22# considered the forces acting on the bubble and pos-
tulated that the CHF condition was attained when the Weber num-
ber ~incorporating the velocity of liquid relative to the rising
bubble!reached a critical value. The vapor continues to leave the
heater surface until the critical velocity is reached, at which time
some of the vapor is carried back to the heater surface. The analy-
sis resulted in the following equation for vertical surfaces.

qC9 50.098rg
1/2hlg@sg~r l2rg!#1/4 (4)

For horizontal surfaces, he introduced a ratioqC,H9 /qC,V9 50.75,
thereby changing the leading constant to 0.13 in Eq.~4! for hori-
zontal surfaces.

Moissis and Berenson@23# developed a model based on the
interaction of the continuous vapor columns with each other. The
maximum heat flux is then determined by introducing Taylor-
Helmholtz instability for the counterflow of vapor flow in col-
umns and liquid flow between them.

Haramura and Katto@15# refined an earlier model proposed by
Katto and Yokoya@13# in which the heat transfer was related to
the formation and evaporation of a macrolayer under a bubble.
The presence of such macrolayer was reported by Kirby and West-
water@24# and Yu and Mesler@25#. Small vapor jets are formed in
this macrolayer, and Kelvin-Rayleigh instability results in lateral
coalescence of vapor stems. Using this approach, Haramura and
Katto extended Zuber’s@9# analysis and arrived at the same equa-
tion, Eq. ~1!, derived by Kutalteladze.

Lienhard and Dhir@14# critically evaluated the assumptions
made in the Zuber’s@9# theory and modified the vapor velocity
condition at which instability would set in. Consequently, they
showed that Zuber’s equation would underpredict the CHF by 14
percent. Lienhard and Dhir modified Zuber’s theory to include the
effect of size and geometry. They also noted the increase in the
number of jets as CHF was approached. This aspect was further
studied by Dhir and Liaw@19# for horizontal flat surfaces, and a
detailed formulation was presented.

Van Outwerkerk@26# studied the stability of pool and film boil-
ing mechanisms using high speed photographs of n-Heptane boil-
ing on a glass surface coated with transparent heater film. Dry
patches were observed at heat fluxes 20 percent below CHF. Al-
though the fraction or sizes of dry patches did not change, there
was a sudden transition to CHF from one of the patches. Simul-
taneous existence of nucleate and film boiling on two adjacent
sections was observed on a thin wire which was partially removed
and then immersed back into the liquid. The reason behind the
transition mechanism was discussed.

Effect of contact angle was studied by very few investigators.
Kirishenko and Cherniakov@27# developed the following correla-
tion with contact angle as a parameter.

qC9 50.171hf gArg@sg~r l2rg!#1/4
~110.324•1023b2!1/4

A0.018b
(5)

Diesselhorst et al.@28# noted that this equation yielded much
higher values of CHF for larger contact angles. This correlation

was found to be quite inaccurate in representing the effects of
contact angle for water. The correlation however exhibited the
correct trend of decreasing heat flux with increasing contact
angles.

Unal et al.@29# considered the existence of dry patches to lead
the way toward CHF condition. The temperature reached at the
center of the dry patch was considered to be an important param-
eter responsible for the rewetting behavior of the surface. Sadasi-
van et al.@30# presented a good overview highlighting the need
for new experiments to aid in the understanding of the CHF phe-
nomenon.

Parametric Effects. Although CHF was identified as a hy-
drodynamic phenomenon, a number of researchers recognized the
important role played by the surface characteristics. Tachibana
et al.@31#studied the effect of heater thermal properties and found
that CHF increased as~a! the thermal conductivity increased, and
~b! as the heat capacity per unit surface area increased. However,
thermal diffusivity, which is the ratio of thermal conductivity to
the thermal mass, did not correlate well with CHF. For thin stain-
less steel heaters below 0.8 mm in thickness, the CHF was found
to be lower than that for thick heaters~.0.8 mm thick!. They also
noted that the presence of aluminum oxide coating increased CHF,
attributed to its affinity to water~wettability!. More recently,
Golobičand Bergles@32# presented a detailed literature survey on
the effect of thermal properties on CHF for ribbon heaters. They
developed a criterion for the asymptotic value of heater thickness
for ribbon heaters beyond which the thickness effect on CHF
was quite small. They recommended similar work for other
geometries.

Contact angle is a key parameter affecting the bubble-wall in-
teraction. Its effect on CHF was recognized by many investiga-
tors. An interesting set of experiments was performed by Costello
and Frea@10# with submerged cylinders heated only on the top
half. The heated surface was coated with mineral deposits result-
ing from boiling in tap water. The heat flux and duration of boiling
was carefully regulated to achieve different levels of deposit
thickness. The treated cylinders were then used with distilled wa-
ter and the burnout heat fluxes were measured. They found that
the presence of deposits on the heater surface resulted in over 50
percent increase in CHF in some cases over the freshly prepared
clean cylinders. This non-hydrodynamic effect was not predicted
by any of the existing correlations. Costello and Frea noted that,
for cylindrical heaters, this effect was not as pronounced due to
inadequate supply of liquid to the larger heated surface.

The effect of orientation is studied by many investigators. The
horizontal and vertical geometries are of most practical interest.
Howard and Mudawar@33# studied the effect of heater orientation
in great detail and present three regions: upward-facing~0–60
deg!, near vertical~60 to 165 deg!, and downward facing~.165
deg!. One of the factors that affect the CHF is the size of the
heater, especially for near vertical and downward facing surfaces.
The surfaces studied by Howard and Mudawar included heaters of
different shapes with dimensions varying from 3 mm to 300 mm.

Gaertner@12# conducted some highly illustrative experiments
confirming the results reported by Costello and Frea@10#. Gaert-
ner coated the inside bottom of a 3-inch diameter container with a
thin non-wetting~close to 180 deg contact angle! fluorocarbon
film, similar to Teflon. The container was then filled with distilled
water and heated at the bottom. As the heater temperature in-
creased, boiling was initiated, but the bubbles did not depart from
the heater surface. Instead, they coalesced and covered the entire
bottom surface with a film of vapor resulting in extremely low
values of CHF. Another experiment demonstrated that the pres-
ence of grease in the system caused a gradual reduction in CHF as
the heater surface was progressively coated with a non-wetting
film of grease. Although the surface roughness itself was not di-
rectly responsible to any changes in CHF, if the contact angle
changed as a result, the CHF was lowered. The experiments con-
firm that a low contact angle~highly wetting liquid! will result in
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a higher value of CHF, while a high contact angle, such as a
non-wetting surface, will result in drastic reduction in CHF~also
confirmed by Costello and Frea!.

Hydrodynamic and Non-Hydrodynamic Considerations in
the Development of the Present Model. The supply of liquid
to and removal of vapor from a heated surface play a major role in
reaching the CHF condition. If we consider an experiment in
which a growing bubble is completely confined within side walls,
the CHF will be reached immediately upon nucleation as the liq-
uid is unable to reach the heater surface. This type of CHF is
observed in microgravity environment with smooth heaters where
a large stationary bubble envelops the heater surface.

On the other hand, the photographs by Elkassabgi and Lienhard
@18# just prior to the CHF show that, for saturated liquids, bubbles
coalesce to form large vapor masses a short distance away from
the heater surface. In subcooled pool boiling, bubbles are discrete,
presenting little resistance to liquid flow toward the heater surface
near CHF. In addition, the dependence on surface effects ex-
pressed through the contact angle~as reported by many investiga-
tors, including Gaertner,@11# and Costello and Frea,@10#!, sug-
gests that the mechanisms leading to CHF are more intimately
connected to the events occurring in the immediate vicinity of the
heater surface.

The theoretical models available in literature do not incorporate
the effect of contact angle. Its effect is considered indirectly
through the changes in bubble size and number of nucleation sites
in some of these models. In the present work, a theoretical model
is presented which directly incorporates the effect of dynamic
receding contact angle on CHF. The model is tested with data sets
available in literature for different fluids.

Development of the Model. Departing from the earlier mod-
els on hydrodynamic instability, Chang@22# considered the force
balance on a bubble in deriving the condition leading to CHF. The
model of Haramura and Katto@15# also focuses on the bubble
behavior by considering the presence of a thin macrolayer under-
neath a bubble. The strong effect of contact angle on CHF sug-
gests that the interface conditions at the bubble base play an im-
portant role.

Figure 1~a!shows a bubble attached to a horizontal heating
surface. The excess pressure inside the bubble under a quasi-static
equilibrium state is able to sustain the necessary curvature of the
interface at the departure condition. At low heat fluxes, the bubble
would depart at certain size as governed by the forces due to
inertia, pressure and buoyancy. Now consider the left half of the
bubble and the forces acting on it in the direction parallel to the
heating surface. The surface tension forcesFS,1 andFS,2 act at the
bubble base and the top surface of the bubble respectively. The
hydraulic pressure gradient~buoyancy!due to gravity is plotted as
excess pressure due to hydrostatic head with the reference plane
being at the top of the bubbles surface. It results in a triangular
~excess!pressure distribution withFG as the resultant force. The
evaporation occurring on sides of the bubble causes the vapor to
leave the interface at a higher velocity due to the difference in
specific volumes. At high evaporation rates near CHF, the force
due to the change in momentum,FM , due to evaporation becomes
larger than the sum of the gravitational and surface tension forces
holding the bubble in place. This causes the liquid-vapor interface
~side walls of the bubble!to move rapidly along the heater surface
leading to the CHF condition. A detailed force balance is per-
formed below to obtain the heat flux value at this condition
~CHF!. The present model is valid for upward-facing surfaces
between horizontal and vertical orientations. For higher angles of
orientations, the flow hydrodynamics and heater size effects be-
come very important and need to be included in the model devel-
opment.

The diameterDb corresponds to the departure condition at
which the force balance is performed. Although the forces at the
bubble interface act in the radial direction, the movement of the

interface can be analyzed in a two-dimensional plane shown in
Fig. 1~a!. Surface tension forces act at the base and the top portion
of the bubble. For a unit length in the direction normal to the
plane, the forcesFS,1 andFS,2 are given by

FS,15s cosb (6)

and

FS,25s, (7)

wheres is surface tension, N/m, andb is the dynamic receding
contact angle of the liquid-vapor interface with the solid heater
surface.

The evaporation at the interface results in a force due to the
change in momentum as vapor leaves the interface. For momen-
tum analysis, the interface is represented as a plane with bubble
heightHb and a unit width normal to plane of Fig. 1~a!. Express-
ing the heat flux due to evaporation per unit area of the interface
asqI9 , the resulting force due to the momentum change is given
by the product of the evaporation mass flow rate and the vapor
velocity relative to the interface.

FM5
qI9Hb•1

hf g

qI9

hf g

1

rg
5S qI9

hf g
D 2 1

rg
Hb (8)

The bubble heightHb is related to the bubble diameterDb through
the contact angleb as follows:

Hb5
Db

2
~11cosb!. (9)

The heat flux at the interfaceqI9 is an average value during the
growth of the bubble since its inception. It is derived from the
heat flux on the heater surfaceq9 by approximating the interface
as a cylinder with diameterDavg/2 and heightHavg5(Davg/2)(1

Fig. 1 „a… Forces due to surface tension, gravity and momen-
tum acting on a bubble parallel to the theater surface; „b…
sketch showing region of influence, departure bubble diameter,
and average bubble size
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1cosb). The diameterDavg corresponds to the average diameter
as the bubble grows. As a first approximation, it is taken asDavg
5Db/2. Heat is removed by the bubble from an influence area
considered to be a circle with diameter 2Db as shown in Fig. 1~b!,
following the assumption made by Han and Griffith@34#. The heat
flux on the heater surface is obtained by comparing the heat trans-
fer rates over the influence area and over the interface area of the
average bubble of diameterDavg.

q95
qI9~Davg/2!~11cosb!•~pDavg/2!

~p/4!~2Db!2 5
~11cosb!

16
qI9

(10)

The force due to gravity on the bubble interface acting in the
direction parallel to the heater surface results from the triangular
pressure distribution as shown in Fig. 1~a!. In general, for a heater
surface inclined at an anglef to the horizontal~f50 deg for a
horizontal upward facing surface,f590 deg for a vertical sur-
face!, the component of the force parallel to the heater surface due
to the hydrostatic head on a surface of heightHb and unit width is
given by

FG5
1

2
g~r l2rg!Hb•Hb•1•cosf. (11)

The critical heat flux or CHF occurs when the force due to the
momentum change (FM) pulling the bubble interface into the liq-
uid along the heated surface exceeds the sum of the forces holding
the bubble,FS,1 , FS,2 , andFG . The bubble then expands along
the heater surface and blankets it. At the inception of the CHF
condition, the force balance yields

FM5FS,11FS,21FG . (12)

Substituting Eqs.~6!, ~7!, ~8!, and~11! into Eq.~12! and introduc-
ing Eq.~10!, the heat flux at the heater surface, which corresponds
to the CHF condition,q95qC9 , is obtained.

qC9 5hf grg
1/2S 11cosb

16 D Fs~11cosb!

Hb
1~r l2rg!g

Hb

2
cosfG1/2

(13)

Substituting forHb from Eq. ~9!, Eq. ~13! becomes

qC9 5hf grg
1/2S 11cosb

16 D F2s

Db
1~r l2rg!g

Db

4
~11cosb!cosfG1/2

.

(14)

The diameterDb is obtained by assuming it to be half the wave-
length of the Taylor instability of a vapor film over the heater
surface. The critical wavelength for initiating this instability, de-
rived earlier by Kelvin~referenced in Lamb@35#! and later used
by Zuber@9# in the development of his hydrodynamic theory, is
given by

lT5C12pF s

g~r l2rg!G
1/2

. (15)

The value ofC1 ranges from 1 to). Using a value of 1 and
substitutingDb5lT/2, with lT from Eq. ~15!, Eq.~14! takes the
following form:

qC9 5hf grg
1/2S 11cosb

16 D F 2

p
1

p

4
~11cosb!cosfG1/2

3@sg~r l2rg!#1/4. (16)

Equation~16! predicts the CHF for saturated pool boiling of pure
liquids. It includes the hydrodynamic as well as non-
hydrodynamic~heater surface interaction! effects and the orienta-
tion of the heater surface. Since the liquid would start to recede at
the onset of CHF, the dynamic receding contact angle is used in

Eq. ~16!. A high speed photographic study is being conducted in
the author’s lab to determine the contact angle at CHF from the
exact shape of the interface.

Effect of Subcooling
The effect of subcooling has been investigated by Kutateladze

and Schneiderman@36# who observed a linear relationship be-
tween the degree of subcooling and CHF for water, iso-octane and
ethyl alcohol over a graphite rod heater at various pressures. They
proposed a model that considered the enhancement due to recir-
culation of subcooled liquid over the heater surface. Ivey and
Morris @37# modified the Kutateladze and Shneiderman model by
assuming that a portion of subcooled liquid first heats up to satu-
ration point before evaporation occurs. Ivey and Morris conducted
experiments with water boiling on horizontal wires, 1.22–2.67
mm diameter, and found a linear relationship with degree of sub-
cooling. Zuber on the other hand considered transient heat con-
duction to the subcooled liquid to be responsible for the increase
in CHF. Duke and Schrock@38# conducted experiments with a
horizontal heater surface and found that the pool boiling curve
shifted to a lower wall superheat region, and the wall superheat at
CHF also decreased as liquid subcooling increased. A linear rela-
tionship of CHF with subcooling was obtained by Jakob and Fritz
@39# as reported by Rohsenow@40#.

Elkassabgi and Lienhard@18# conducted experiments with sub-
cooled pool boiling with R-113, acetne, methanol, and isopro-
panol and identified three regions depending on the level of sub-
cooling. In region I at low subcooling levels, CHF increased
linearly, while at very large subcooling in region III, CHF was
insensitive to changes in subcooling. Region II represented tran-
sition between I and III.

It is proposed that the heat transfer mechanism leading to CHF
involves heat transfer to the subcooled liquid. The heat transfer
rate at the CHF condition is therefore related directly to the wall
to bulk temperature difference. An increase in subcooling of the
bulk liquid increases the transient conduction to the liquid. This
approach is expected to represent Region I as defined by Elkass-
abgi and Lienhard. The CHF under subcooled condition is then
given by

qC,SUB9 5qC,SAT9 S 11
DTSUB

DTSAT
D

SUB

. (17)

However, as seen from the results of Duke and Schrock@38#,
the wall superheat at the CHF condition decreases with increasing
subcooling. In Eq.~17! therefore, the actual wall superheat under
subcooled conditions should be used. At this time there is no
accurate model available for predicting the wall superheat~or the
heat transfer coefficient under subcooled condition! at the CHF;
the actual experimental data will therefore be used in verifying
this model.

Results
The CHF model as given by Eq.~16! for saturated pool boiling,

and Eqs.~16! and~17! in conjunction with the wall superheat data
at CHF for subcooled pool boiling, is compared with the experi-
mental data available in literature. Kutateladze correlation~Eq. 1!
was chosen in this comparison since other correlations, such as
Zuber’s, differ only in the value of the leading constantK ~which
is 0.16 in Kutateladze correlation, and 0.131 in Zuber’s correla-
tion!. Both these earlier correlations do not include the contact
angle as a parameter. Correlations such as Eq.~5! yield extremely
high values of CHF especially for water.

Table 1 shows the details of the data sets and the results of the
comparison with the Kutateladze correlation and the present
model. It can be seen that the model predictions are quite good
and are consistently better than the Kutateladze predictions.

The current model requires the knowledge of the dynamic re-
ceding contact angle for a given liquid-solid system. A majority of
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data sets, with the exception of those, which specifically investi-
gated the contact angle effect, does not report the contact angle. In
view of this, following assumptions are made regarding the dy-
namic receding contact angle:

• water/copper system—b545 deg
• water/chromium coated surface—b565 deg
• cryogenic liquids/copper—b520 deg ~no information is

available on contact angles for cryogenic liquids!
• R-113/copper—b55 deg

An experimental work reporting the dynamic receding contact
angles for water droplets impinging on hot surfaces is presented
by Kandlikar and Steinke@41#. They observed that for a smooth
copper surface near saturation temperature of water, the dynamic
receding contact angle is considerably lower than the dynamic
advancing contact angle.

For this combination, they measured the dynamic receding con-
tact angle to be between 45–80 deg for a copper surface depend-
ing on the surface roughness and temperature. In the CHF experi-
ments, it is therefore recommended that the dynamic receding
contact angles be measured using the impinging droplet technique
preferably in a vapor atmosphere.

A small variation of 10 deg in estimating the dynamic receding
contact angle below 60 deg results in less than 5–7 percent dif-
ference in the CHF predictions for all liquids investigated. How-
ever, changes in dynamic receding contact angles beyond 60 de-
grees have a significant effect of the CHF.

One of the major motivations behind the current work is to
include the effect of dynamic receding contact angle, which is
known to influence the CHF. Liaw and Dhir@16# specifically in-
vestigated this effect by changing the equilibrium contact angle
with different surface finish on the same heater. Figure 2 shows
the results of the comparison. Although the differences at the two
extremes are somewhat higher, it should be recognized that as the
contact angle increases, the CHF value decreases dramatically as
demonstrated by Gaertner@11#. Present model correctly depicts
this trend. Kutateladze model does not include the contact angle

as a parameter and is seen to significantly overpredict the results
at higher contact angles. The discrepancy between the present
model and the data at higher values of contact angles is suspected
because of the use of equilibrium contact angles as reported by
Liaw and Dhir. The dynamic receding contact angles are always
lower than the equilibrium contact angles. Using somewhat lower
contact angle values further improves the agreement with the
present model.

Similar results are obtained from the comparison with the
R-113 data by Ramilison and Lienhard@17# as shown in Fig. 3.
However only a small range of contact angles was investigated.
The results of Kutateladze model are close to the data in this case.

Deev et al.@42# and Bewilogua et al.@43# conducted experi-
ments with cryogenic liquids—nitrogen, hydrogen and helium.
Deev et al. conducted experiments with helium on horizontal and
vertical plates. Figures 4 and 5 show the results of comparison

Fig. 2 Effect of contact angle on CHF for water boiling on a
vertical plate; comparison of present model and Kutateladze
correlation with Liaw and Dhir †16‡ data

Table 1 Details of the experimental data and comparison with Kutateladze correlation and present model
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with the present model. The agreements between the data and both
the present model and Kutateladze model are good for the hori-
zontal plate, while only the present model is able to represent the
vertical plate data well. Similar observations can be made with the
nitrogen, hydrogen, and helium data of Bewilogua et al. from
Figs. 6–9. Their vertical plate data is somewhat scattered between
the Kutateladze and the present model predictions.

Figure 10 shows the results of comparison with R-113 data by
Abuaf and Staub@44#. The agreement in the mid and high-
pressure ranges is good, but significant differences are noted at
low pressures with both the present model and the Kutateladze
correlation. Further investigation is warranted before the cause for
this behavior can be explained.

Figure 11 shows the data obtained by Lienhard and Dhir@14#.

Fig. 3 Effect of contact angle on CHF for R-113 boiling on a
horizontal plate; comparison of present model and Kutateladze
correlation with Ramilison and Lienhard †17‡ data

Fig. 4 Variation of CHF with pressure for helium boiling on a
horizontal plate; comparison of present model „using contact
angle of 20 deg … and Kutateladze correlation with Deev et al.
†42‡ data

Fig. 5 Variation of CHF with pressure for helium boiling on a
vertical plate; comparison of present model „using contact
angle of 20 degrees … and Kutateladze correlation with Deev
et al. †42‡ data

Fig. 6 Variation of CHF with pressure for nitrogen boiling on a
horizontal plate; comparison of present model „using contact
angle of 20 deg… and Kutateladze correlation with Bewilogua
et al. †43‡ data

Fig. 7 Variation of CHF with pressure for hydrogen boiling on
a horizontal plate; comparison of present model „using contact
angle of 20 deg… and Kutateladze correlation with Bewilogua
et al. †43‡ data

Fig. 8 Variation of CHF with pressure for helium boiling on a
horizontal plate; comparison of present model „using contact
angle of 20 deg… and Kutateladze correlation with Bewilogua
et al. †43‡ data
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For this case, the Kutateladze correlation considerably overpre-
dicts the results. Changing the leading constant from 0.16 to 0.085
makes it overlap with the present model predictions, which are
excellent. Similar observations can be made from Fig. 12 compar-
ing the data by Bonilla and Perry@4#. In this case, the Kutateladze
correlation again overpredicts the results. Changing the leading
constant to 0.11 improves the agreement in the high pressure re-

gion, but it still overpredicts the CHF in the low pressure region.
The present model, on the other hand, is in excellent agreement
with the data except for the lowest pressure data point.

One of the reasons why the present correlation and the Kutate-
ladze correlation both yield almost the same results for cryogens
is because the predictions from the present model for a contact
angle of 20 degrees for cryogens are almost same as those from
Kutateladze correlation. The product of the terms in the two pa-
renthesis on the right hand side of Eq.~16! represents the constant
K in Kutateladze correlation~K50.16 in Kutateladze correlation!.
The variation of the corresponding term in the present model with
the dynamic receding contact angle is shown in Table 2. It can be
seen that for the assumed dynamic receding contact angle value of
20 deg for cryogens, this term is 0.178, which is very close to the
Kutateladze constantK50.16.

The effect of subcooling is shown in Fig. 13. Here, the data of
Sakurai and Shiotu@45# is used in the comparison. The data is for
cylindrical heating surface. Although the present model is appli-
cable only for flat surfaces, this comparison is shown to verify the
trends predicted by the present model. The values for wall super-
heat at CHF are available from the data. The agreement with the
present model for the horizontal plate is within ten percent, except
for the data point at the highest subcooling of 40°C. For the ver-
tical plate, the model underpredicts by about 18 percent, but the
trend is well represented. The data exhibits a trend that is contrary
to that observed by Elkassabgi@46# and Elkassabgi and Lienhard
@18#. Their data tends to level off as subcooling increases, whereas
Sakurai and Shiotsu data seems to increase rapidly at higher de-

Fig. 9 Variation of CHF with pressure for helium boiling on a
vertical plate; comparison of present model „using contact
angle of 20 deg … and Kutateladze correlation with Bewilogua
et al. †43‡ data

Fig. 10 Variation of CHF with pressure for R-113 boiling on a
horizontal plate; comparison of present model „using contact
angle of 5 deg… and Kutateladze correlation with Abuaf and
Staub †44‡ data

Fig. 11 Variation of CHF with pressure for distilled water boil-
ing on a horizontal plate; comparison of present model „using
contact angle of 45 deg … and Kutateladze correlation with Lien-
hard and Dhir †14‡ data

Fig. 12 Variation of CHF with pressure for water boiling on a
horizontal plate; comparison of present model „using contact
angle of 65 deg, chromium surface … and Kutateladze correla-
tion with Bonilla and Perry †4‡ data

Table 2 Variation of Equivalent K factor „product of the two
bracketed terms in Eq. „16…… using the present model, for a hori-
zontal surface
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gree of subcooling. Although the agreement between the data and
the model is quite good, extension of the present model to cylin-
drical geometry is recommended as future work.

A word on the accuracy of contact angle measurement is in
order. The contact angles used in the correlation are obtained by
previous investigators from the static measurements. The dynamic
value of the receding contact angle under evaporating film condi-
tion is different than that obtained from static observations. Since
the difference between the dynamic receding contact angle and the
static receding contact angle is small as shown by Kandlikar and
Steinke@41#, the use of static receding contact angle is recom-
mended when the dynamic values are not available.

Conclusions
The following conclusions are made from the present study:

1 After reviewing the existing models for pool boiling CHF, a
need for including contact angle, surface orientation, and subcool-
ing effects in modeling is identified.

2 A theoretical model to predict the CHF in saturated pool
boiling is developed. The force parallel to the heater surface re-
sulting from the evaporation at the liquid-vapor interface of a
bubble near the heater surface is identified to be an important
factor. As this force due to exiting vapor momentum exceeds the
retaining forces due to gravity and surface tension, the vapor in
the bubble spreads along the heater surface, blankets it, and ini-
tiates the CHF condition. The receding contact angle plays an
important role in arriving at the CHF condition.

3 The model predicts the experimental data for water, refriger-
ants, and cryogenic liquids well as seen from Table 1. The model
is valid for orientations from 0 deg~horizontal surface! to 90 deg
~vertical surface!.

4 The model correctly predicts the effect of dynamic receding
contact angle and subcooling on CHF for low values of subcool-
ing.

5 Further work is suggested to develop a model to predict the
wall superheat at CHF under highly subcooled pool boiling con-
ditions.
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Nomenclature

C 5 constant in Eq.~3!, m/s
Db 5 bubble diameter at departure, m

Davg 5 average diameter of a bubble during growth period,
m

FG 5 force due to gravity, parallel to the heater surface,
N

FM 5 force due to change in momentum due to evapora-
tion, parallel to the heater surface, N

FS,1 5 force due to surface tension at the bubble base, par-
allel to the heater surface, N

FS,2 5 force due to surface tension at the top of the
bubble, parallel to the heater surface, N

g 5 gravitational acceleration, m/s2

gs 5 standard acceleration due to gravity, m/s2

hf g, hlg 5 latent heat of vaporization, J/kg
K 5 constant in Kutateladze correlation, eq.~1!
p 5 pressure, Pa

pC 5 critical pressure, Pa
q9 5 heat flux, W/m2

qC9 5 critical heat flux, W/m2

qI9 5 heat flux at the interface, W/m2

Greek Symbols

b 5 dynamic receding contact angle, degrees
f 5 heater surface angle with horizontal, degrees

lT 5 critical wavelength for Taylor instability, m
m 5 viscosity, Pa s
r 5 density, kg/m3

s 5 surface tension, N/m

Subscripts

avg 5 average
b 5 departure bubble condition
C 5 critical heat flux condition
g 5 vapor
I 5 interface
l 5 liquid

lg 5 latent quantity
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Highly Subcooled Boiling
in Crossflow
Experiments were carried out to determine the influence of fluid flow and liquid subcool-
ing on flow boiling heat transfer of Freon-113 across horizontal tubes. The data cover
wide ranges of velocity (1.5 to 6.9 m/s) and extremely high levels of liquid subcooling (29
to 100°C) at pressures ranging from 122 to 509 kPa. Thin-walled cylindrical electric
resistance heaters made of Hastelloy-C with diameter of 6.35 mm were used. The azi-
muthal wall temperature distributions were measured with five thermocouples around the
heaters. The data were compared with Chen’s two-mechanism model with modification for
subcooled flow boiling. A new nucleate boiling suppression factor for cross flow was
developed. The improved model could predict the present data and Yilmaz and Westwa-
ter’s (1980) data well with a mean error ratio of 1.02 and standard deviation of 0.17.
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1 Introduction
Research in the area of subcooled flow boiling was started in

the early 1940s~McAdams et al.@1#, Davidson et al.@2#!. More
research was carried out on flow boiling with water under sub-
cooling conditions~Krieth and Summerfield@3#, Jens and Lottes
@4#, Bergles and Rohsenow@5#!. All of the previous investigations
were conducted with flow in tubes or annuli.

Yilmaz and Westwater@6# measured boiling heat transfer to
Freon-113 at near atmospheric pressure outside a 6.4 mm diameter
horizontal steam-heated copper tube. They tested pool boiling and
forced flow vertically upward at velocities of 2.4, 4.0, and 6.8 m/s.
Their data showed that flow velocity improved boiling heat flux;
i.e., the boiling curves shifted up with increasing velocity, and the
peak heat flux increased very noticeably as the flow velocity was
increased. In their experiments, the Freon-113 was 4 to 5°C below
the saturation temperature.

More recently, Huang@7#, Huang and Witte@8,9# conducted
experimental investigations on the effect of fluid flow and liquid
subcooling on boiling heat transfer. Their data showed that fluid
flow and liquid subcooling significantly affect boiling heat trans-
fer, including nucleate boiling, film boiling, and critical heat
fluxes.

In the present study, experiments were carried out to determine
the influence of fluid flow and liquid subcooling on flow boiling
heat transfer across horizontal tubes. Chen’s two-mechanism
model was used to compare with the data by modifying the model
for subcooled conditions. A complete method was developed to
predict subcooled flow boiling heat transfer coefficients during
cross flow.

2 Flow Boiling Models
The first correlational model for flow boiling coefficients was

proposed by Rohsenow@10# as a simple addition of the nucleate
and convective heat fluxes. Rohsenow@10# assumed that nucleate
flow boiling heat flux could be obtained by adding nucleate pool
boiling heat flux to single-phase forced convection heat flux. The
method requires the knowledge of pool boiling-curves; however,
for forced flow nucleate boiling, heat flux goes well past the criti-
cal values for pool boiling.

Bjorge et al. @11# modified Rohsenow’s simple superposition
model to account for subcooled to high quality ranges using
single-phase and two-phase convection correlations, a pool boil-
ing correlation, and an incipient boiling criterion. The model re-
quires the prediction of wall superheat at the incipient boiling
point, which is not available for many fluids and geometries.

Chen @12# formulated the first cohesive flow boiling method.
He introduced a nucleate boiling suppression factor to account for
diminished contribution of nucleate boiling, as convective boiling
effects were increasing with higher-vapor fraction. The two-
mechanism model, which is now very popular, has the following
form for saturated flow boiling,

qf b5qnb1qcv . (1)

The nucleate boiling heat flux is calculated by

qnb5ShnbpDTs , (2)

whereS is a nucleate boiling suppression factor.
Chen used Forster and Zuber’s@13# pool boiling correlation to

predict the pool nucleate boiling heat transfer coefficient,hnbp .
The convective heat flux is calculated by

qcv5FhlDTs , (3)

where F is a two-phase convective enhancement factor. This
model assumes that parallel heat transfer mechanisms exist. For
saturated flow boiling, the same temperature driving force,DTs ,
is applied to both nucleate boiling and convective evaporation.
Therefore, the flow boiling heat transfer coefficient can be calcu-
lated by

hf b5
qf b

DTs
5Shnbp1Fhl . (4)

Chen’s suppression factorS was related to an effective Reynolds
number for a two-phase fluid, Retp , which he defined as

Retp5RelF
1.25. (5)

Webb and Gupte@14# gave a critical assessment of three types of
models~the superposition, asymptotic, and enhancement models!
used to calculate heat transfer coefficients of saturated flow boil-
ing in tubes and across tube banks. By comparing the three types
of models, they suggested an asymptotic model for application to
tubes and tube banks. In their paper, they fitted Chen’s curves for
S andF into the following correlations:
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S5
1

112.5331026 Retp
1.17 (6)

F5111.8XH
20.79. (7)

Bennett et al.@15# improved Chen’s suppression factor correla-
tion by defining a bubble growth region within the thermal bound-
ary layer. By using an exponential temperature profile to approxi-
mate thermal boundary layer within the bubble growth region,
they derived an expression for nucleate boiling suppression factor
as

S5
kl

hcvX0
~12e2~kl /hcvX0!!, (8)

where

hcv5Fhl . (9)

They used their nitrogen and methane forced convective data for
intube flow to correlate the size of the bubble growth region as

X050.041A s

g~r l2rv!
. (10)

Equation~10! has the same form as the departure diameter used
by Stephan and Abdelsalam@16# for correlating pool nucleate
boiling heat transfer data~see Eq.~16!! except that the contact
angle,b, was left out and it predicts a much lower value than
Equation~16!. TheS factor proposed by Bennett et al.@15# was
intended to be applicable to both intube flow and flow across tube
bundles.

We can extend Chen’s two-mechanism model to subcooled flow
boiling by assuming that the wall superheat (DTs) only applies to
nucleate boiling and the temperature difference between the wall
and the fluid temperature (DT) applies to forced convection.
Therefore, Eq.~1! becomes

qf b5ShnbpDTs1FhlDT, (11)

where

DT5DTs1DTsub. (12)

Dividing Eq. ~11! by Eq. ~12! gives the flow boiling heat transfer
coefficient, based on temperature driving force,DT,

hf b5
qf b

DT
5Shnbp

DTs

DT
1Fhl . (13)

Different correlations are available for calculating the nucleate
pool boiling heat transfer coefficient,hnbp , in Eqs.~4! and ~13!.
Chen used Forster and Zuber’s@13# correlation to develop a
nucleate boiling suppression factor for flow boiling. In the present
study, we use Stephan and Abdelsalam’s@16# pool boiling corre-
lation for refrigerants, which is

Nu5
hnbpd

kl
5207Xq

0.745S rv

r l
D 0.581

Prl
0.533, (14)

where

Xq5
qnbd

klTs
, (15)

andd is equilibrium break-off diameter or departure diameter of
bubbles and defined as

d50.146bA 2s

g~r l2rv!
, (16)

with contact angleb535 deg for refrigerants@16#.
By using Stephan and Abdelsalam’s correlation to predict

nucleate boiling coefficients for subcooled flow boiling, we as-
sume that the correlation could be extrapolated beyond the critical
heat flux for pool boiling. Huang and Witte’s@9# qmax data for

subcooled flow boiling showed thatqmax for subcooled flow boil-
ing was much higher than that for saturated pool boiling. They
reached aqmax for flow velocity at 4.8 m/s and liquid subcooling
of 100°C at pressure of 500 kPa about 8.5 times as predicted by
Zuber’s pool critical heat flux equation.

3 Experimental Setup
Figure 1 shows the experimental setup for the current investi-

gation. A variable speed centrifugal pump was used to circulate
the working fluid in a closed loop. The fluid passed through an
expansion section, a honeycomb straightening section with
screens on both ends, and a reducing nozzle to get a uniformly
distributed, fully developed low-turbulence flow before it entered
the test section. A Dieterich Standard Diamond II 4-in. annular
flow sensor was used to measure flow rates in the test section. The
liquid in the closed loop was cooled by a water-cooled Filtrine
POC-500 WC chiller with 16 kW cooling capacity. The liquid in
the loop could be cooled to a temperature below 0°C. Therefore,
liquid subcooling as high as 100°C for Freon-113 could be
reached for higher pressure runs~up to 510 kPa!.

The test section, as shown in Fig. 2, was made of aluminum
with a cross-section of 63.5 mm by 63.5 mm. Two Plexiglas win-
dows were installed at opposite sides of the test section for obser-
vation during the experiments. The heater was mounted horizon-
tally across the test section. Thin-walled Hastelloy-C tubes, of
6.35 mm outside diameter and 0.254 mm wall thickness, were
used as electric resistance heaters, inside which sintered lava cyl-
inders were inserted as a heat insulator and rigid body for mount-
ing thermocouples. The lava cylinder was grooved axially around
the cylinder wall 45 deg apart, starting from the lower stagnation
point, to position the thermocouples. Five 38 gage chromel-alumel
with 0.5 mm-dia Inconel 600 sheathed thermocouples were ce-
mented in the grooves using Omega CC high-temperature cement.
To establish good thermal contact between the thermocouples and
the heater wall, the lava insert was fitted snugly inside the heater
tube after a thin coat of high temperature cement was applied. The

Fig. 1 Experimental setup

Fig. 2 Test section and heater configuration
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thermocouples were located at the axial center on the heater to
measure the azimuthal wall temperature distribution. Power was
supplied to the heater from a Gulf Electroquip dc motor-generator
set capable of providing up to 1500 amps at 45 volts of dc power.

4 Experimental Data
For every flow boiling run, the heater surface was polished and

cleaned with heavy-duty detergent, and then rinsed with water
before it was carefully installed in the test section. The heater
surface was smooth and lustrous. Boiling curve was obtained for
each operating condition with flow rate, system pressure, fluid
temperature set at desired values, by gradually increasing power
supply to the heater, starting from single-phase forced convection
to nucleate boiling until critical heat flux was reached. Heat flux
was calculated based on the area in contact with Freon-113 and
the measured power dissipation in the heater, less a small end-loss
correction that was determined from temperature measurements
outside the test section. Table 1 lists the experimental uncertain-
ties estimated using the Kline-McClintock method.

The forced convection data, which agree very well with
Churchill and Bernstein’s correlation as shown in Figs. 3, 7, and
8, were used to verify the reliability of the experimental apparatus
and its instrumentation. Churchill and Bernstein@17# generated
the following correlation for liquids flowing across a single circu-
lar cylinder,

Nul5
hlD

kl
50.31

0.62 Rel
1/2Pr1/3

@11~0.4/Pr!2/3#1/4 F11S Rel

282,000D
1/2G S mw

m f
D 0.17

.

(17)

We found that Equation~17! could predict our forced convection
data better if a wall temperature correction term~the viscosity
ratio term!was added. Equation~17! was also used to calculate
the forced convection coefficient,hl , for the two-mechanism
model.

Very high heat fluxes were reached in this investigation because
of high flow rate and liquid subcooling. Figure 3 shows an ex-
ample ofq-DTs relationship for velocity of 3.03 m/s and liquid
subcooling of 87.7°C at inlet pressure of 348.4 kPa. The critical
heat flux for this condition is about 5.5 times that predicted by
Zuber’s correlation for saturated pool boiling. It is also interesting
to see that the extrapolation of pool boiling curve by Stephan and
Abdelsalam@16#, Equation~14!, would roughly predict the nucle-
ate boiling portion of subcooled flow boiling if extended beyond
Zuber’s critical heat flux.

Figure 4 shows wall temperature distributions around the heater
for different heat transfer mechanisms and heat fluxes. The bottom
line in Fig. 4 is the wall temperature profile for forced convection.
Although the wall temperature was 3.2°C and 4.7°C higher than
the saturation temperature~60°C! at operating pressure~153.7
kPa! at the locations ofu590 deg and 135 deg, respectively, no
bubbles were observed. The wall temperature variation around the
heater was relatively high, 21.8°C. The wall temperature at the
front stagnation point (u50 deg) was the lowest, corresponding
to the highest heat transfer coefficient. The heat transfer coeffi-
cient decreased asu increased to about 90 deg. The heat transfer
coefficient increased at the upper stagnation point (u5180 deg)
caused by the turbulence in the wake of the heater. This tendency
is consistent with the traditional local measurements of heat trans-
fer around a cylinder in a normal crossflow with a laminar bound-
ary layer on the front of the cylinder~Rel52.43104 for the con-
ditions in Fig. 4!.

For the second line from the bottom in Fig. 4, bubbles were
observed on the wake side of the heater. However, no bubbles
were seen on the front of the cylinder. The temperature profile
became flat on the wake side while the heat transfer behavior
remains essentially the same as forced convection on the front.
The area covered with nucleation sites increased with increasing
heat flux and wall temperature profiles became flatter. The top two
temperature profiles show the conditions with the entire cylinder
covered with tiny bubbles. The bubbles were very small with the
size ranging from 0.4 mm or less. As nucleate boiling became
dominant, the heat transfer coefficient is more uniform around the
heater with very small wall temperature differences~within 3.6°C
for the top two profiles in Fig. 4!.

A total of seventeen boiling curves were collected with Freon-
113, covering wide ranges of fluid velocities~1.5 to 6.9 m/s!and
liquid subcooling~29 to 100°C!at pressure ranging from 122 to
509 k Pa.

Table 1 Experimental Uncertainties

Fig. 3 Illustration of experimental subcooled flow boiling
curve for Freon-113 with velocity of 3.03 m Õs and liquid sub-
cooling of 87.7°C at inlet pressure of 348.4 kPa

Fig. 4 Wall temperature distributions in forced convection and
nucleate boiling regimes: VÄ1.53 mÕs, DTsubÄ59.4°C, p
Ä153.7 kPa
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5 A New Suppression Factor For Crossflow
The nucleate boiling suppression factor accounts for the sup-

pression of nucleate boiling observed in many flow boiling pro-
cesses. Nucleate boiling suppression occurs when the thickness of
the thermal boundary layer near a heated surface decreases caused
by the increase of the flow over the heated surface. This effect
causes wall superheat to decrease, often exposing the heated sur-
face to colder fluid that suppresses the number of active nucle-
ation sites. This process can completely shut down nucleate boil-
ing mechanism as convective boiling heat transfer begins to
dominate the flow boiling process. Liquid subcooling also has a
cooling effect on the heated wall, which could reduce the nucle-
ation site density.

Figure 5 shows the relationship of measured suppression factor
with nucleate boiling heat flux for velocity of 2.85 m/s with liquid
subcooling ranging from 28.9 to 93.5°C. The suppression factor
and nucleate boiling heat flux were calculated by

S5
qmeas2FhlDT

hnbpDTs
, (18)

qnb5qmeas2FhlDT. (19)

In Eqs. ~18! and ~19!, the forced convection coefficient,hl , was
calculated with Eq.~17!, while the pool nucleate boiling coeffi-
cient, hnbp , was calculated using Eq.~14! with nucleate boiling
heat flux from Eq.~19!. The two-phase enhancement factor,F,
was set equal to unity in Eqs.~18! and~19! for our subcooled flow
boiling data.

From Fig. 5, one can see that the suppression factor decreases
as nucleate boiling heat flux increases. No strong effect of liquid
subcooling on the nucleate boiling suppression factor is shown in
Fig. 5 with liquid subcooling varying from 28.9 to 93.5°C. Actu-
ally, the convection heat flux increases as liquid subcooling in-
creases because it raises the temperature driving force,DT, for
forced convection. In turn, it reduces the nucleate boiling contri-
bution. The data are more scattered at low nucleate heat flux be-
cause they are near the incipience of nucleate boiling.

Since the suppression factor calculated from Eq.~18! is not a
strong function of liquid subcooling, we correlate it only as a
function of forced convection coefficient and nucleate boiling heat
flux. In the development of theS correlation, we also included
Yilmaz and Westwater’s@1# Freon-113 data. The following is the
newly-developed nucleate boiling suppression factor,

S5e20.0221Nus
0.727Xq

0.275
, (20)

where

Nus5
hcvd

kl
(21)

is the Nusselt number for the suppression factor, which is the
same non-dimensional group used by Bennett et al.@15# except
the cylinder diameterd is used as the length scale instead ofXo ,

the size of the bubble growth region. A heat flux term defined by
Eq. ~15!, Xq , was required if a pool boiling correlation was used
and extrapolated beyond the pool boiling critical heat flux.

Figure 6 shows the prediction of Eq.~20!. The suppression
factor decreases with increasing of forced convection and nucleate
boiling heat flux. Gungor and Winterton@18,19# also included
heat flux in theirF andScorrelation for flow boiling in horizontal
and vertical tubes, which also indicated lower suppression factor
for higher heat flux. We included Bennett et al.’s@15# prediction
in Fig. 6 by convertingXo in Eq. ~8! to d defined by Eq.~16!.
Bennett et al.’s correlation, generated from their nitrogen and
methane forced convective data for intube flow, over-predicted
our suppression factor for cross flow. The over-prediction could be
caused by the lack of a contact angle in the definition ofXo .

6 Comparison With Data
Figure 7 shows the effect of velocity on boiling curves, com-

paring data with the two-mechanism subcooled flow boiling
model, Eq.~11!, using the newly-developed suppression factor.
The boiling curve moves up as velocity increases for the same
liquid subcooling~59.7°C!. The model can predict the data very
well as shown in Fig. 7. Stephan and Abdelsalam’s@16# pool
boiling prediction is also shown in Fig. 7 with heat flux limited by
Zuber’s pool boiling maximum heat flux. For the conditions in
Fig. 7, the fully developed flow boiling curves can not be exactly
extrapolated from the pool boiling curve by Stephan and
Abdelsalam@16#.

Figure 8 shows the boiling curves for different pressures and
subcoolings for a velocity of 2.85 m/s, comparing data with the
model prediction. Yilmaz and Westwater’s@1# data for velocity of
2.4 m/s~close to 2.85 m/s!are also included in the comparison.
The comparison shows that the model can also predict data for

Fig. 5 Relationship of S with q nb for velocity of 2.85 m Õs

Fig. 6 Suppression factor predicted by Equation „20…

Fig. 7 Comparison of data for two different velocities with
subcooling of 59.7 °C to model prediction
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different pressure and subcoolings fairly well, without any sub-
cooling correction to the suppression factor of Eq.~20!.

Figure 9 compares all of the present data and Yilmaz and West-
water’s data of subcooled flow boiling across a horizontal tube
with the prediction of the two-mechanism model, Eq.~11!. A total
of twenty boiling curves were included in the comparison with
velocity ranging from 1.53 to 6.9 m/s and liquid subcooling from
4.5 to 100°C in pressure from 101 to 509 kPa. The model can
predict all subcooled flow boiling data well, as shown in Fig. 9,
with a mean ratio of predicted heat flux over measured heat flux to
1.02 and standard deviation of 0.17. The discrepancy between the
prediction and Yilmaz and Westwater’s data at high heat fluxes is
probably due to the fact that the critical heat flux is being
approached.

7 Conclusion

1 Extensive data of subcooled flow boiling across horizontal
tubes were taken using Freon-113. The data cover wide
ranges of velocity~1.5 to 6.9 m/s!and liquid subcooling~29
to 100°C!at pressure ranging from 122 to 509 kPa. A total of
seventeen boiling curves were collected on horizontal tubes
with diameter of 6.35 mm.

2 A new nucleate boiling suppression factor, Eq.~20!, was de-
veloped based on the present data and Yilmaz and Westwa-
ter’s @1# data. It was found that it was not necessary to have
a separate subcooling term in the suppression factor. The
subcooling contribution is included in the convection heat

flux term in Equation~11! by increasing the temperature
driving force or the temperature difference ratio term in Eq.
~13!.

3 The modified Chen’s two-mechanism model for subcooled
flow boiling was used to compare with the data. The model
with the newly-developed suppression factor could predict
the present data and Yilmaz and Westwater’s@1# data very
well.

Nomenclature

d 5 equilibrium break-off diameter, Eq.~16!, m
D 5 tube diameter, m
F 5 two-phase convection enhancement factor

hcv 5 convection heat transfer coefficient, W/m2 K
hf b 5 flow boiling heat transfer coefficient, W/m2 K
hl 5 heat transfer coefficient for liquid-phase flowing

alone, W/m2 K
hnbp 5 pool nucleate boiling heat transfer coefficient, W/m2

K
kl 5 liquid heat conductivity, W/m K

Nu 5 Nusselt number
Nud 5 Nusselt number for suppression factor, as defined by

Eq. ~21!
Nul 5 liquid Nusselt number

Pr 5 Prandtl number
Prl 5 liquid Prandtl number
qcv 5 convection heat flux, W/m2

qf b 5 flow boiling heat flux, W/m2

qmax 5 maximum boiling heat flux, W/m2

qmeas 5 measured total flow boiling heat flux, W/m2

qnb 5 nucleate boiling heat flux, W/m2

Rel 5 Reynolds number for liquid flowing alone,G(1
2y)D/m l

Retp 5 two-phase Reynolds number
S 5 nucleate boiling suppression factor

Tf 5 fluid bulk temperature, K
Ts 5 saturation temperature, K
Tw 5 wall temperature, K
Xo 5 the size of bubble growth region, as defined by Equa-

tion ~10!
Xq 5 dimensionless heat flux as defined by Equation~15!
Xtt 5 Martinelli parameter

b 5 contact angle, degree
DT 5 overall temperature difference,Tw2Tf , K

DTs 5 wall superheat,Tw2Ts , K
DTsub 5 liquid subcooling,Ts2Tf , K

m f 5 fluid viscosity, kg/m s
mw 5 fluid viscosity at wall temperature, kg/m s

u 5 angle measured from the front stagnation point, de-
gree

r l 5 liquid density, kg/m3

rv 5 vapor density, kg/m3

s 5 surface tension, N/m
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Modeling of Heat Transfer in a
Mist/Steam Impinging Jet
The addition of mist to a flow of steam or gas offers enhanced cooling for many appli-
cations, including cooling of gas turbine blades. The enhancement mechanisms include
effects of mixing of mist with the gas phase and effects of evaporation of the droplets. An
impinging mist flow is attractive for study because the impact velocity is relatively high
and predictable. Water droplets, less than 15mm diameter and at concentrations below 10
percent, are considered. The heat transfer is assumed to be the superposition of three
components: heat flow to the steam, heat flow to the dispersed mist, and heat flow to the
impinging droplets. The latter is modeled as heat flow to a spherical cap for a time
dependent on the droplet size, surface tension, impact velocity and surface temperature.
The model is used to interpret experimental results for steam invested with water mist in
a confined slot jet. The model results follow the experimental data closely.
@DOI: 10.1115/1.1409262#

Keywords: Augumentation, Droplet, Evaporation, Heat Transfer, Impingement,
Modeling

Introduction
The addition of mist to a flow of steam or gas offers enhanced

cooling for many applications, including cooling of gas turbine
blades@1–3#. The mechanisms of heat transfer enhancement in-
clude effects of mist momentum on the gas phase and effects of
evaporation of the droplets, both directly and via the gas. In-
creased specific heat and lower bulk temperature are also typical
features of a mist flow. In a mist/steam jet impingement flow, the
interaction of the droplets and the target wall becomes pronounced
because of the relatively high impact velocity and well defined
because the velocity is relatively predictable.

While single-phase jet impingement cooling has been studied
extensively, few studies have been found on mist jet impingement.
Goodyer and Waterston@1# considered mist/air impingement for
turbine blade cooling at surface temperatures above 600°C. They
suggested that the heat transfer was dominated by partial contact
between the droplets and the target surface, during which the
droplets vaporized at least partially. A vapor cushion and the elas-
tic deformation of the droplets were responsible for rejecting the
droplets. Addition of 6 percent water was found to improve the
stagnation point heat transfer by 100 percent, diminishing away
from the stagnation point. Droplet size was found to have little
effect for 30mm,d32,200mm.

Takagi and Ogasawara@4# studied mist/air heat and mass trans-
fer in a vertical rectangular tube heated on one side. They identi-
fied wet-type heat transfer at relatively low temperatures and post-
dryout type at higher temperatures. In the wet region the heat
transfer coefficient increased with increased heat flux. In the post-
dryout region the heat transfer coefficient increased with droplet
concentration and flow velocity and with decreased droplet size.
Mastanaiah and Ganic@5# confirmed that the heat transfer coeffi-
cient decreased with increased wall temperature.

Yoshida et al.@6# focused on the effect on turbulent structure
with a suspension of 50mm glass beads. In the impinging jet
region, the gas velocity was found to decrease due to the rebound
of beads, accompanied by an increase in the normal direction

velocity fluctuations. In the wall-jet region the effect was slight.
The Nusselt number was found to increase by a factor of 2.7 for
mass flow ratios~solid/gas!of 0.8.

Guo et al.@2# studied the mist/steam flow and heat transfer in a
straight tube under highly superheated wall temperatures. It was
found that the heat transfer performance of steam could be sig-
nificantly improved by adding mist into the main flow. An average
enhancement of 100 percent with the highest local heat transfer
enhancement of 200 percent was achieved with less than 5 percent
mist. In an experimental study with a horizontal 180 deg tube
bend Guo et al.@3# found both the outer wall and the inner wall of
the test section exhibited a significant and similar heat transfer
enhancement. The overall cooling enhancement of the mist/steam
flow increased as the main steam flow increased, but decreased as
the wall heat flux increased.

To explore the mechanism of mist heat transfer, interaction of
droplets with the wall has been studied extensively. Wachters
et al. @7# considered the impact of droplets about 60mm impact-
ing a heated surface in the range of 5 m/s. Impinging droplets
could only maintain the spheroidal state with relatively high sur-
face temperatures. The required temperature depended on thermal
properties and roughness of the surface as well as the Weber num-
ber of the droplets. In the spheroidal state very low rates of heat
flow were observed.

To obtain fundamental information concerning the heat transfer
processes in spray cooling, Pederson@8# studied the dynamic be-
havior and heat transfer characteristics of individual water drop-
lets impinging upon a heated surface. The droplet diameters
ranged from 200 to 400mm, and the approach velocities ranged
from 2 to 8 m/s. The wall temperature ranged from saturation
temperature to 1000°C. Photographs of the impingement process
showed that even the small droplets studied broke up upon im-
pingement at moderate approach velocities. The heat transfer data
showed that approach velocity was the dominant variable affect-
ing droplet heat transfer and that surface temperature had little
effect on heat transfer in the non-wetting regime. The droplet
deformation and break-up behavior for droplets 200mm in diam-
eter did not appear significantly different from that for larger drop-
lets. He also found that, for any given parameters in the non-
wetting regime, a minimum velocity could exist below which the
droplets deformed consistently without break-up.
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Chandra and Avedisian@9,10#presented photographs of heptane
droplets impacting a heated surface. The relatively large~.1 mm!
droplets at We543 showed sensitivity to the surface temperature.
At low temperature the droplets spread and evaporated while at
higher temperature nucleate boiling was evident. Above the
Leidenfrost temperature the droplets rebounded without any evi-
dence of wetting.

Buyevich and Mankevich@11,12# modeled the impacted par-
ticles as liquid discs separated by a vapor layer whose thickness is
that of the wall roughness. The liquid mass flux was assumed
small enough to prevent formation of a liquid film on the heated
surface. Based on the energy conservation of the droplet as well as
the flow and heat conduction of the vapor interlayer between the
droplet and wall, a critical impact velocity was identified to deter-
mine whether a droplet rebounds or is captured. Depending on
their approach velocity, the impinging droplets are either reflected
almost elastically or captured by the heated surface and com-
pletely vaporized within a sufficiently short time. They applied the
model to dilute mist impingement with reported agreement with
experiment.

Fujimoto and Hatta@13# studied deformation and rebound of a
water droplet on a high-temperature wall. For Weber numbers of
10 to 60, they computed the distortions of the droplet as it flat-
tened, contracted, and rebounded. They used a simple heat trans-
fer model to confirm that surface tension dominates vapor produc-
tion in the rebounding process. Hatta et al.@14# gave correlations
of contact time and contact area of the droplet with Weber num-
ber.

Li et al. @15# presented an experimental study for 1.1 bar steam
invested with water mist in a confined slot jet. Figure 1 is a sche-
matic of the test article having a slot of width 7.5 mm located in
a flat injection plate. The jet impacted a target wall of length 250
mm spaced 22.5 mm from the injection plate. The flow section
had a width of 100 mm and Pyrex walls allowed vision of the
heated surface. The droplet velocity and size distribution was ob-
tained by a phase Doppler particle analyzer~PDPA!. The experi-
mental results are typified by Fig. 2. In the first panel the depres-
sion of temperature caused by mist is shown. Using the measured

heat flux of Joulean heating in the wall divided by the wall to
saturation temperature difference, the heat transfer coefficient of
the second panel is produced. Panel three shows the enhancement,
defined as the ratio of heat transfer coefficients with and without
mist at the same Reynolds number. The cooling effect is signifi-

Fig. 1 Schematic diagram of test section

Fig. 2 A typical heat transfer result of mist Õsteam jet impinge-
ment „q 9Ä7.54 kWÕm2, ReÄ14000, and m l Õm sÄÈ1.5 percent …
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cant near the stagnation point and decreases to a negligible
amount at 6 jet widths downstream. Up to 200 percent heat trans-
fer enhancement at the stagnation point was achieved by injecting
only ;1.5 percent by mass of mist. Direct observation through the
Pyrex wall showed a dry heated surface in the experiment condi-
tions, though no observations were made capable of disclosing the
behavior of individual droplets in brief contact. The purpose of
this communication is to model the processes of the experiment
and trends with heat flux, mist concentration, and vapor velocity,
based on Li et al.@15#.

Basic Assumptions and Model
In mist/steam jet impingement, the droplets will not only influ-

ence the flow and temperature fields of the steam but also may
interact directly with the target wall. In the experiment@15#, water
droplets, less than 15mm diameter and at concentrations below 5
percent, impacted a heated surface with wall superheat below
60°C at a velocity up to 12 m/s. To model the heat transfer of the
mist/steam impinging jet under these conditions, the following
assumptions and approximations are made in this study:

• The wall is sufficiently heated to prevent accumulation of
liquid.

• The interaction between droplets is ignored, since the average
spacing between droplets is large.

• Because the droplet is small, no breakup is considered.
• The droplet is at the saturation temperature before entering

the thermal boundary layer.
• The droplet has a less important effect on the velocity bound-

ary layer than on the thermal boundary layer.

Under these assumptions, the heat transfer of mist/steam jet
impingement is divided into three different parts: heat transfer
from the target wall to the steam flow, heat transfer from the target
wall to droplets and heat transfer between the steam and droplets.
No radiative heat transfer is considered since the wall temperature
is not very high in the current study and it is estimated to be less
than 2 percent of the total heat transfer.

Heat Transfer From the Target Wall to the Steam. Heat
transfer due to the steam is modeled as heat convection of a
single-phase steam flow. Because of the disturbance by droplets
on the boundary layer, this portion is subject to modification of
the heat transfer coefficient of steam-only jet impingement flow. A
detailed analysis of this effect must involve the effect of droplets
on the flow field and the turbulence characteristics. The heat trans-
fer enhancement through the effect of droplets on the flow has
been assumed to be of secondary importance. Experimental study
by Yoshida et al.@6# found 170 percent enhancement by adding 80
percent by mass glass beads of diameter 50mm to the airflow.
Considering the effect of the particles includes boundary layer
disturbance as well as other cooling effects, the enhancement of
the single-phase heat transfer due to droplets on the flow is pro-
jected to be less than 4 percent with a mist mass ratio of 2 percent.

Heat Transfer From the Target Wall to Droplets. Although
many studies have been conducted on the interaction of the drop-
let with the bounding wall, few of these studies can be used to
model the heat transfer from the target wall to droplets in the
present study because of the different ranges of droplet size and
flow parameters. Unlike spray cooling, where the droplet momen-
tum is supplied by a device, small mist droplets may not be able to
hit the wall because of the drag force in the present study. Based
on trajectory analysis, it is believed that larger droplets will hit the
wall if the approach velocity is high enough. Though neglected in
trajectory analysis herein, the droplets are subject to the lift
‘‘force’’ of Ganic and Rosenhow@16# due to the momentum im-
balance of asymmetric evaporation. A droplet in a temperature
gradient near a heated wall is heated faster on the wall side. The
difference in evaporation rate results in a lifting effect estimated to
be of minor consequence for the conditions of this study.

The commercial code, FLUENT@17#, a solver for the complete
Navier Stokes equations using finite volume schemes, has been
used to predict the trajectory of droplets including the determina-
tion of the impact velocity onto the heated surface. Complete
details are included in Li@18# and only salient features are in-
cluded here. The domain of Fig. 1 supplied with appropriate
boundary conditions in the entrance and exit regions was subdi-
vided to yield grid-independent results. The turbulent flow was
modeled in several ways, with thek-« model found to yield sub-
stantial agreement with the heat transfer results in single-phase
steam flow. This computational model was combined with the
dispersed-phase option of the program wherein droplets seeded in
the entrance region of the flow were tracked and allowed both to
affect the vapor flow and to evaporate in transit through the su-
perheated layer. The droplets in the flow react with the fluid ac-
cording to drag on a sphere at the slip velocity between the droplet
and the fluid, usually very near the low velocity Stokes Flow
asymptote.

Direct Contact Heat Transfer. According to Buyevich and
Mankevich @11# ~B&M model!, the droplet will depart from the
wall if the impact velocity is below a critical velocity, and stick if
above. The critical velocity given by the B&M model is only
about 0.6 m/s ford510mm, D50.5mm and Tw2Tsat530°C.
This means that for the conditions of the current study most of the
droplets will stick to the wall. According to the B&M model a
sticking droplet will stay on the wall until evaporated completely.
If most of the particles stick to the wall and evaporate completely
the enhancement of heat transfer will be much higher than ob-
served. Therefore the B&M model is found to be inadequate for
this study.

The actual interaction between the droplets and wall is very
complicated; it includes a continuous deformation of the droplet
and is affected by droplet size and surface conditions. In this
study, the heat transfer from wall to droplet is modeled simply by
transient heat conduction to a spherical cap with a contact angle of
60 deg based on Gould@19# and Neumann et al.@20#. The corre-
sponding height and base diameter of the cap are 0.464 and 1.608
times the original droplet diameter, respectively. Figure 3 shows
the basic model (d50.464d). The configuration of the flattened
droplet is assumed fixed until conditions for rebound are estab-
lished.

Quasi-steady heat flow to a droplet has been considered by
many authors including Sadhal and Martin@21# and Sadhal and
Plesset@22#. Under some conditions exact solutions may be ob-
tained. In the current work there is a need to include the transient
warming of the droplet, as brief contact is anticipated. Since it is
difficult to obtain an analytical solution, this problem is solved
numerically by using FLUENT@17#, with a non-uniform grid~r,
y! of 50350. Assuming a small fraction of the droplet evaporates
before rebounding, a fixed-geometry~no allowance for the de-
crease of mass in evaporation! transient solution is sought with a
uniform initial temperature ofTsat, the cap surface maintained at
Tsat, and the base~wall! suddenly raised toTw . Figure 4~a!
shows the non-dimensional results for the total base heat flowQ

Fig. 3 Modeling of heat transfer from wall to droplet
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in terms ofat/d2. During contact the droplet is superheated in the
amount given in Fig. 4~b!. The heat entering the base and not
residing in the droplet as superheat is conducted to the surface and
is evaporated. There is no reference to the heat of vaporization
because this quantity is not converted to a mass flow. The surface
of the liquid maintained at the saturation temperature implies that
the evaporative heat flux is included in the computation. For a
temperature difference (Tw2Tsat) of 30°C, the heat conduction in
1.2 ms evaporates 5 percent of a 5mm droplet. Because the frac-
tion of droplet evaporated is small, the assumption of constant
domain size and shape yields a fast, yet reasonable result.

Residence Time on Target Surface. Once a droplet hits the
wall, whether it rebounds from the wall depends on the wall tem-
perature and impact velocity. The heat conduction model above
cannot give the essential condition for rebounding. To complete
this model, the residence time of the droplet on the wall must be
determined. It is conceivable that the droplets may wet the surface
and stick on the heated wall until a vapor layer forms from nucle-
ation at the base. Upon formation of this layer the droplet would
return to its spheroidal shape and depart. A concept in pool boiling
has a waiting time during which the region near the wall becomes
superheated to the point where nucleation becomes spontaneous.
Based on nucleation in a small cavity on the heated surface, Mikic
and Rohsenow@23# studied the waiting time and provided the
following simple estimate:

tw5
1

pa H ~Tw2Tsat!r c

Tw2Tsat~112s/rgH f gr c!
J 2

. (1)

Here r c is the radius of the nucleation cavity. This equation
gives a waiting time of about 11ms with r c52 mm and Tw
2Tsat530°C. The principal attractive feature of this concept is
that the waiting time decreases slightly as the wall temperature
increases. Because this waiting time depends strongly on the value
of r c that is difficult to determine, this model cannot be applied
confidently for the present study. Besides, this model does not
account for the effects of the droplet size and impact velocity.

Although the impact velocity was considered, the scale of the
residence time given by Hatta et al.@14# did not include any wall
temperature effect. The reason may be that their experiment was
conducted at a very high wall temperature~above the Leidenfrost
temperature!. If the wall temperature is low, the free-slip boundary
condition used in their study cannot be used any more. This basis
for time scale will give a constant cooling enhancement for all
wall temperatures, which is not the case from experiments. The
Hatta model is expected to be valid as the temperature rises; it
should from a lower bound for the contact time.

For our selected model it is assumed that the droplet will de-
form into the lens shape of Fig. 3 and remain on the wall momen-
tarily without wetting gaining superheat according to the transient
process of heat conduction discussed already. A vapor layer will

form in response to the superheat until it reaches a sufficient pres-
sure to repel the droplet. We reason that the pressure must over-
come surface deformation~expressed throughs/d! and supply an
exit velocity ~pressure expressed through Wes/d! proportional to
the entering velocity of impact. The temperature required to pro-
vide this pressure is that associated by the slope of the liquid-
vapor saturation curve, wherein the required pressure is translated
to a required superheat. Finally the superheat is linearly related to
the product of wall superheat and the residence time. Expressed
non-dimensionally, there results

at r

d2 5
c

Tw2Tsat

dT

dPU
sat

Fs

d
~11We/8!G . (2)

Here the constant,c, which depends on the geometry selected for
the heat conduction model, is found by trial and error to be about
4.831022 to agree with the experiment. The effect of impact
velocity is not strong if the Weber number is small. This residence
time is actually an effective value because it simplifies the defor-
mation process of the droplet on the wall. The residence time of a
10 mm droplet with a Weber number of 1 and a temperature dif-
ference of 30°C is 1.7ms. This model is expected to fail at high
wall temperature where the residence time goes to zero. In this
case, however, it is believed that the droplet will still contact the
wall for at least the lower bound established by the deformation
process.

Heat Transfer Between the Droplet and Steam. Heat trans-
fer between the droplets and steam can be modeled by considering
droplets as a distributed heat sink. The droplets evaporate into the
superheated steam inside the thermal boundary layer and act to
quench the boundary layer. Based on the superposition concept
the temperature of mist/steam flow is divided into two parts,T
5T11T2 . T1(x,y) is the temperature of steam-only flow and
T2(y) is the temperature depression caused by the mist.

The two-dimensional energy equation with a distributed heat
sink is given as

rcpu
]T

]x
1rcpv

]T

]y
5ks

]2T

]x2 1ks

]2T

]y2 2ksb
2~T2Tsat!. (3)

The last term is a heat sink per unit volume to a distributed sur-
face at temperatureTsat. The coefficient, b, is equal to
(12cmistrsd10/r1d30

3 )0.5 andcmist is the mist concentration.ksb
2 is

the hA of the droplets per unit volume withhd/ks52 and
ksb

2(T2Tsat) is the heat sink per volume.hd/ks52 is chosen for
slip Re!1 for most droplets in the current study.

The equation forT1 can be written as

rcpu
]T1

]x
1rcpv

]T1

]y
5ks

]T1

]x2 1ks

]2T1

]y2 . (4)

For the current study, the boundary conditions forT1 include
]T1 /]x50 at x50 andx5L/2 and fory

T15Tw at y50 (5a)

T15Tsat at y→`. (5b)

Solution for Eq.~4! subject to~5! together with flow descriptions
will produce a result for pure steam. In this work no solution is
presented; rather the result is known from experiment to produce
h0(x)5q9/(Tw2Tsat). In @15# the experimental result is shown to
agree substantially with other investigations. In lieu of an analyti-
cal solution, the following near-wall temperature distribution is
assumed.

T15~Tw2Tsat!e
2yh0 /ks1Tsat, (6)

whereh0 is the heat transfer coefficient obtained from experimen-
tal study.Tw andh0 depend onx.

ConsideringT2 is a function ofy only, the equation forT2 can
be simplified as

Fig. 4 Heat transfer process between droplet and wall by di-
rect conduction „Q is the heat conduction from the target wall
to the droplet …: „a… total wall heat; and „b… superheat of droplet.
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ks

d2T2

dy2 2rcpv
dT2

dy
2ksb

2~T11T22Tsat!50. (7)

The boundary conditions for Eq.~7! are

T250 at y50 and y→`. (8)

This equation is first solved without considering the second term
and the result forbÞh0 /ks can be given as

T25
b2~Tw2Tsat!

b22~h0 /ks!
2 ~e2by2e2yh0 /ks!. (9)

Therefore, the heat transfer augmentation due to mist,h2 , defined
as2ks(dT2 /dy)uy50 /(Tw2Tsat), can be given by

h2

h0
5

~bks /h0!2

bks /h011
. (10)

Assume that h05100 W/m2K, cmist52 percent and d10/d30
3

51010 m22, a value ofh2 /h050.069 is obtained. A value forcmist
of 10 percent will give a value of 0.269 forh2 /h0 .

The effect of the second term,rscpvdT2 /dy can be evaluated
using Eq.~9!. The velocity,v, leaving the boundary layer is esti-
mated to be only about 0.25 mm/s by integrating the vapor gen-
erated from droplet evaporation. For the conditions of the ex-
ample, this results in a value of the second term about 1 percent of
the sink term and is neglected. The solution forT2 given by Eq.
~9! is accepted as an approximation.

The liquid concentration near the target wall might be different
from the average concentration because the droplets cross the
streamlines. However, migration of the droplets away from the
wall occurs due to the lift forces and turbulent dispersion makes
the mist concentration more uniform and close to the average
value. Therefore, the quenching effect of the mist is estimated
with the average concentration. Surveys by PDPA support this
assumption.

Model Validation
The average heat transfer withinx/b,1 is considered. As an

example, a distribution of droplet size from the experimental
study is given in Fig. 5~a!at the jet exit for Re514,000 and
ml /ms51.5 percent. This size distribution, obtained by PDPA
measurement entering the test section, gives the average diameters
of d1054.7mm and d3056.4mm. By using FLUENT@17#, the
droplet distribution impacting the wall is given in Fig. 5~b!. For
the case cited, it is predicted that droplets less than 5mm will not
impact the wall, which means there is no direct heat conduction
from the wall to droplets. The heat transfer to small droplets is
mainly through the steam. Though not shown there is divergence
of the pathlines resulting in diminished droplet flux at the stagna-
tion point. The impact velocity varies with droplet size and injec-
tion location and for the case cited it ranges up to 12 m/s.

Table 1 lists five different cases to be predicted. Case 1 is the

case shown in Fig. 2. The predicted results are given in Table 2.
The input to the analytical model includesh0 , Tw , Tsat, ml /ms ,
as well as the droplet size distribution by PDPA. In Table 2,q19
5h0(Tw2Tsat) is the single-phase heat transfer from wall to
steam,q29 using Eq.~10! is the quenching effect of the mist; and
q39 is the direct heat conduction during the contact time of Eq.~2!
from wall to droplet. It can be seen that the predicted results and
the experimental data have good agreement, especially when con-
sidering the experimental uncertainty. The relative size of the vari-
ous contributions is shown clearly in Table 2 andqexp9 /q19 is the
heat transfer enhancement ratio,hmist /h0 . The q39 component
dominatesq29 . Both q29 andq39 become important in proportion to
mist concentration.

Prediction of Parametric Effects
The general aim of the prediction is to determine the heat trans-

fer due to droplet injection, given wall temperature, Reynolds
number, liquid concentration and droplet distribution. Firstly, the
analytical model discussed above requires the droplet size distri-
bution. Secondly, the impinging velocity and deposition rate on
the heated surface must be known. These can be evaluated respec-
tively by empirical equations or obtained by numerical simulation.
Thirdly, determine the heat removal from the target wall directly
by the droplets. Lastly, add the heat transfer by the two other
components and obtain the total heat transfer.

The current analytical model can successfully predict the effect
of various parameters observed in the experiment. When the wall
temperature increases, the heat transfer from wall to steam and
from steam to droplets will increase proportionally with the tem-
perature difference. However, the heat transfer due to the direct
conduction from wall to droplets will change little~compare cases
1 and 5!because the residence time becomes short. Therefore, the
ratio of heat transfer coefficients will decrease, which has been
observed in experimental studies. Figure 6 shows the predicted
result of the wall temperature effect, given the mist concentration
and impact velocity for 10mm droplets and a single-phase heat
transfer coefficient of 150 W/m2-K. As shown in this figure, the
droplet impact velocity is an important variable affecting droplet
heat transfer, a trend in agreement with the experiment by Peder-
son @9#. Figure 7 shows the comparison of the model result and
the experimental data. Here the droplet size distribution measured

Fig. 5 Droplet distribution and number at jet exit and on target
wall: „a… at jet exit; and „b… impacting on target wall „x ÕbË1….

Table 1 Experimental cases

Table 2 Results of the model
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from experiment is used; impact density and velocity have been
predicted by FLUENT’s dispersed flow feature. The agreement is
substantial.

Figure 8 shows the predicted trend of enhancement with mist
concentration, given the wall temperature, droplet size and impact
velocity. The same single-phase heat transfer coefficient as in Fig.
6 is used. The enhancement of heat transfer is proportional to the
mist concentration. With a fixed value of impact velocity, smaller
droplets provide greater enhancement. However, this result cannot
be used simplistically because the impact velocity of a droplet

depends on the jet velocity as well as the droplet size. Small
droplets always have a small impact velocity if they have enough
momentum to reach the wall.

Given wall temperature and mist concentration, if the jet veloc-
ity increases, the heat transfer from wall to steam will increase but
the heat transfer from steam to droplet will decrease due to the
thinner boundary layer~see Eq.~10!!. The heat transfer from wall
to droplet will increase as more droplets hit the wall at higher
impact velocity. As a result, the overall heat transfer enhancement
increases when the jet velocity increases. This tendency is verified
by experiment.

Conclusions
A model for mist/steam jet cooling has been developed and

presented which considers the total heat flow to be comprised of
three components. A single-phase-like heat flow and a boundary
layer quenching effect account for heat flow leaving the surface
through the steam. To this is added a heat flow occurring in brief
contacts with impacting droplets.

Heat conduction from the wall to droplets is found to be the
dominant enhancement mechanism. The quenching effect of drop-
lets in the steam flow becomes important when the mist concen-
tration is high. The heat transfer to small droplets is mainly
through the steam while larger droplets hit and cool the heated
wall by direct heat conduction.

Because the enhancement increases at lower wall temperature,
the contact time for direct conduction varies inversely with wall
superheat. A contact time correlation is proposed which, with a
simple conduction model, accounts for the observed heat transfer
within the experimental uncertainty. The model depends on size
distribution, impact velocity and density for droplets, requiring a
dispersed-phase trajectory model.

All mechanisms of cooling are proportional to mist concentra-
tion. The effect of vapor velocity is mildly positive on the en-
hancement. The effect of droplet size has both positive and nega-
tive components and the model has implied predictions but these
are not known from experiment.
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Nomenclature

A 5 area~m2!
b 5 jet width ~7.5 mm!
c 5 mass concentration

cp 5 specific heat capacity~J/kg-K!
d 5 diameter of droplet~mm!

d10 5 arithmetic mean diameter~mm!
d30 5 volume mean diameter~mm!
d32 5 Sauter mean diameter~mm!
H f g 5 latent heat~J/kg!

h 5 heat transfer coefficient5q9/(Tw2Tsat ~W/m2-K!
hmist 5 heat transfer coefficient of mist~W/m2-K!

h0 5 steam-alone heat transfer coefficient~W/m2-K!
k 5 heat conductivity~W/m-K!

m 5 mass flow rate~kg/s!
P 5 pressure~N/m2!
Q 5 heat conduction5*08q9Adt(J)
q9 5 heat flux~W/m2!
Re 5 Reynolds number (rsv j2b/ms)

Fig. 7 Comparison of the predicted result by the model and
experimental data

Fig. 6 Predicted effect of the wall temperature on mist Õsteam
heat transfer at different mist concentrations and droplet im-
pact velocities

Fig. 8 Predicted effect of the mist concentration on mist Õ
steam heat transfer at different wall temperatures and droplet
diameter
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r 5 coordinate in the radial direction~m!
T 5 temperature~K!
t 5 time ~s!

t r 5 residence time~s!
y, v 5 velocity components inx, y directions~m/s!

v j 5 jet velocity ~m/s!
We 5 Weber number (rv2d/s)

x 5 coordinate along the target wall~m!
y 5 coordinate perpendicular to the target wall~m!
a 5 thermal diffusivity ~m2/s!
b 5 variable defined in Eq.~3!
D 5 thickness of vapor layer~m!
d 5 height of spherical cap~m!
m 5 dynamic viscosity~kg/m-s!
r 5 density~kg/m3!
s 5 surface tension~N/m!

Subscripts

l 5 liquid phase
s 5 steam

sat 5 saturated
w 5 wall
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Characterization of Particulate
From Fires Burning Silicone
Fluids
The optical properties of particulate emitted from fires burning two distinct polydimeth-
ylsiloxane fluids (D4 and M2 or MM, where D5~CH3!2SiO and M5~CH3!3SiO2) were
obtained using a transmission cell-reciprocal nephelometer in conjunction with gravimet-
ric sampling. The specific absorption coefficient of particulate ash from fires burning D4
and MM is significantly lower than that of particulate soot from an acetylene (hydrocar-
bon) flame. Scattering is the dominant part of extinction in fires burning the silicone
fluids. This is very different from extinction by soot particles in hydrocarbon fires, where
absorption is approximately five times greater than scattering. Temperatures and particu-
late volume fractions along the axis of a silicone fire~D4! were measured using multi-
wavelength absorption/emission spectroscopy. The structure of the D4 flames is markedly
different from hydrocarbon flames. The temperatures and particulate volume fractions
very close to the burner surface are much higher than in comparably sized hydrocarbon
flames. @DOI: 10.1115/1.1389057#
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Introduction
Fires fueled by silicones exhibit low heat release rates and fire

severity@1,2#. The low heat release rates make them suitable for
various industrial products such as transformer fluids, fire-barrier
foam and thermal ablatives@3#. Also, silane and other silicon
based fuels are being investigated for sub-micron particle synthe-
sis @4,5#. In semiconductor industries, silane and its chlorides are
used to deposit thin dielectric films on substrates using thermal or
plasma dissociation of the vapor. A better understanding of the
structure and properties of silicone fueled fires is needed for im-
proved fire safety as well as to exploit their potential for particu-
late synthesis.

The burning velocity@6#, chemical kinetics@7#, and combustion
hazards@8# associated with silicones have been studied in recent
years. In addition, combustion models have been proposed for
polydimethylsiloxanes@9#. The radiative emission fraction and
ash composition of pool fires burning silicone fluids have been
studied by Buch et al.@3#. The ash is composed of varying
amounts of carbon depending on the initial fuel structure@3#.

The measured radiative heat loss fraction to the surroundings
for silicone pool fires with diameters from 0.1 m to 0.4 m is
comparable to those of hydrocarbon flames@3#. In addition, longer
chain length silicon fluids have lower radiative heat loss compared
to the short chain silicones. The main reason for this behavior
could be the lower silica ash volume fractions associated with the
long-chain silicone fluids. However, there are very few studies
that provide information on the ash volume fraction or the tem-
perature distributions within siloxane flames.

In flames containing particles, obtaining temperature informa-
tion using either conventional techniques such as thermocouples
or laser based techniques such as Raman Scattering is not easily
accomplished. Temperature and soot volume fraction information
in hydrocarbon based fuels have been routinely obtained using
intrusive emission/absorption pyrometry@10,11#. The crucial in-
formation required to obtain temperature and ash-volume fraction
from siloxane flames is the specific absorption coefficients of the
particulate.

Light scattering/extinction measurements in silane flames show
that the particle diameters are rather large, varying from 50 nm to
200 nm @5#. Information, however, on the refractive indices,
which are needed to obtain specific absorption coefficients are not
available. In addition, Zachariah@5# performed measurements at
one wavelength, while two wavelength pyrometry requires ab-
sorption coefficients at two wavelengths. Refractive indices and
specific extinction coefficients in the infrared wavelengths~from 2
mm to 40 mm! for silica aerogel are available@12#. However,
obtaining absorption coefficients from these measurements is not
possible without knowing the scattering to extinction ratio. In ad-
dition, there is no information available in the literature on the
absorption coefficients in the near infrared region of the ash
formed during the burning of siloxane flames.

The objective of this study was to obtain the absorption coeffi-
cients of silicate ash in the near infrared region, and to utilize this
information to obtain the temperature and ash volume fraction in a
siloxane pool fire.

Experimental Methods
The specific absorption coefficients of the particulate volume

fraction ~referred to here as the ash volume fraction! were mea-
sured using a transmission cell reciprocal nephelometer in con-
junction with gravimetric sampling. The schematic diagram of the
instrument is shown in Fig. 1. This new measurement method was
recently quantified and represents a unique capability for simulta-
neous measurements of the specific extinction and single scatter-
ing albedo with low uncertainty@13#. The nephelometer is similar
to the one used by Patterson et al.@14# and Mulholland and
Bryner @15#. The exhaust gas from a 5 cm diameter siloxane pool
flame was mixed with diluting nitrogen and passed through a
transmission cell. The specific absorption and extinction coeffi-
cients for particulate from fires burning two polydimethylsiloxane
fluids ~D4 andMM! were obtained whereD45~~CH3!2SiO!4 and
MM5~~CH3!3SiO2!2. The optical cell was oriented vertically and
no significant deposition of particulate onto the glass walls of the
nephelometer occurred.

The extinction (I /I o) of a He-Ne laser was measured using a
detector. The light scattered by the particles along the optical path
was also measured using a wide angle cosine sensor, whose re-
ponsivity varies as the cosine of the angle between the incident
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radiation and the normal. The mass flux of particles through the
transmission cell was obtained by collecting and weighing the
particulate on a filter.

The spectral mass specific extinction coefficient (kl,m) of ash
particles is given by

kl,m5
ln~tl!

mL
5

ln~ I l /I lo
!

mL
, (1)

wheretl is the spectral transmittance,L is the length of the trans-
mission cell, andm is the mass concentration of particulate. The
extinction coefficient is composed of two parts, the absorption
coefficient (al,m) and total scattering coefficient (sl,m). The total
scattering coefficient is given by

sl,m5E
0

2pE
0

p

sl~u,f!sinududf, (2)

whereu is the scattering angle defined by the direction of propa-
gation of the incident beam and direction of the scatter beam,f is
the azimuthal angle varying from 0 to 2p for a fixedu, ands~u,
f! is the scattering function. The total scattering coefficient was
obtained by calibration with the non-absorbing aerosol dio-
ctylphthalate~DOP! for which the scattering and extinction coef-
ficients are equal. From the light extinction measurement, the cali-
bration factors for the light scattering measurements was obtained
@15#. A combined expanded measurement uncertainty of approxi-
mately 6 percent is expected for the absorption and scattering
coefficients based on a detailed analysis using the transmission
cell nephelometer@15,16#. All uncertainties reported in this paper
represent the combined standard uncertainty with a coverage fac-
tor of 2 equal to two times the value of the standard deviation
@17#. Uncertainty due to laser drift in the transmittance measure-
ment was less than 1 percent.

The above procedure provides an estimate of the extinction
coefficient (kl,m) and the absorption coefficient (al,m) at 632 nm
for the silicate ash. The temperature~T! and the volume fraction
of the ash particulate in a 10 cm diameter pool fire burning silox-
ane was measured using three-wavelength absorption/emission
probe measurements, similar to the techniques described by Si-
vathanu et al.@10# and Choi et al.@18#. Utilizing the measured
emission intensity at two wavelengths~700 nm and 800 nm!, the
temperature of the ash particulate can be obtained as

T5
hc

k S 1

l1
2

1

l2
D Y lnH S «l1l2

5

«l2l1
5D S I l2

ll1
D J , (3)

where«l is the specific emission coefficient, which for an arbi-
trary volume in thermodynamic equilibrium~and in the absence of
self absorption within the volume! is equivalent to the absorption
coefficient,al @19#. I l is the measured spectral radiation intensity
at wavelength,l, h andk are the Planck and Boltzmann constants
respectively, andc is the speed of light in vacuum. To obtain the
temperature using Eq.~3! an estimate of the ratioal1 /al2 ~or
equivalently,«l1 /«l2! is needed. However, the transmission cell
nephelometer provides an absorption coefficient only at one wave-
length. Therefore, the ratioal1 /al2 was obtained as described
below.

Multi-wavelength transmittance measurements were conducted
above a burning~pre-vaporized!stream ofD4 exiting from a 5

mm diameter heated tube. Figure 2 is a schematic drawing of the
experimental configuration. The radiation emitted by a mercury
arc lamp was collimated through a stainless steel tube, and fre-
quency modulated using a mechanical chopper. The radiation tra-
versed a 10 mm path in the flame, and was then split into three
parts using two beam splitters. The parts were incident on three
photo-detectors, which had narrow band pass filter~full-width
half-maximum of 10 nm! in front of them centered at 700 nm, 800
nm, and 1000 nm. The detected signal was phase-locked using a
lock-in amplifier to eliminate the emission due to radiation from
the flame. The data was stored at 100 Hz using anA/D converter
and a personal computer.

The conditional mean of extinction at 800 nm and 1000 nm,
conditioned on the extinction at 700 nm was calculated from the
measurements. The ratio of the natural logarithm of the extinction
was used along with Eq.~1! to obtain the modeled spectral depen-
dence ofkl as

ln~tl2!

ln~tl1!
5

kl2

kl1
>S l1

l2
D m

. (4)

The ratio of specific absorption~emission!coefficients was as-
sumed to have the same wavelength dependence as the extinction
coefficient. This ratio was subsequently used in the two wave-
length emission measurements along with Eq.~4! to obtain the
local temperature@10#. The local ash volume fraction (f v) in the
D4 pool was obtained from HeNe laser light extinction measure-
ments

f v5
2 ln~t!

kl,mLr
, (5)

wherer is the density of particulate, andL is the length of the
probe volume. The density of silica ash~taken to be equal to that
of bulk amorphous silica! was taken to equal 2200 Kg/m3 based
on the study by Zeng et al.@12#.

Particulate was collected using iso-kinetic sampling for subse-
quent analysis using TEM. Samples were collected in the flame
~;10 cm above the fuel surface on the central axis!, above the
flame in the plume~;20 cm above the fuel surface on the central
axis!, and in the liquid fuel bed from a 10 cm diameter steadily
burning pool fire ofD4 . Samples collected in the fuel were dis-
persed in methanol and subjected to sonic treatment for 10 min.
The dispersion was dropped onto a carbon coated Cu grid for
TEM analysis. Samples collected in the flame were not subjected
to a liquid medium or sonic treatment. Samples were also sent to
testing laboratories for elemental analysis.

Results and Discussion
A sample TEM photograph of silica ash collected in the plume

of a 10 cm diameterD4 flame is shown in Fig. 3. The primary
particles have fused together to form clusters of various sizes.
Only a few primary particles are seen. Figure 3 shows that the
primary particles vary in sizes ranging from 20 nm to 300 nm.
Large primary particles were typical of particulate collected
throughout the fire including within the flame, above the flame in
the plume, and in the liquid fuel bed. The largest primary particle
sizes were approximately 500 nm for samples collected from the

Fig. 1 Schematic diagram of the transmission cell reciprocal
nephelometer Fig. 2 Experimental arrangement used for multi-wavelength

transmittance measurements
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liquid fuel. This is a much wider distribution of primary particle
sizes than observed in soot particles. Clusters of primary particles
of approximately 100 nm to 200 nm form the bulk of the particu-
late ash. The clusters are linked to form aggregates of sizes rang-
ing from 1 mm to 3 mm. The cluster and aggregate sizes and
shapes are similar to those observed in soot particles, although the
primary particles are generally much larger.

Table I shows the specific extinction and absorption coefficients
and the uncertainty obtained from measurements using the trans-
mission cell nephelometer forD4 , MM, and Acetylene. The spe-
cific extinction coefficient (kl,m) of the silicate ash fromD4 and
MM is approximately 5 and 2.5 times smaller than that of soot
particles from acetylene flames. In addition, the scattering albedo
~the ratio of the scattering to extinction coefficient,sl /kl! of the
silicate ash is also shown in Table 1 and is approximately four
times larger than that of the hydrocarbon soot particles. This may
be due to the small imaginary component of the refractive index
of silica compared to that of soot. Therefore, scattering has a
major role in the radiative transfer in silicone fluid fires compared

to their relatively minor role in hydrocarbon fires. For hydrocar-
bon fires, there is some controversy on the variation of refractive
indices with theC/H ratio of the fuel@20,21#, however, the maxi-
mum variation for the extinction or the absorption coefficient is
approximately 30 percent. For the fires burning silicone fluids, the
variation of extinction and absorption coefficients with C/Si ratio
is very high. The specific absorption coefficient (al,m) of MM,
which has an initial C/Si ratio~by mass!of 1.29 is 0.18~66
percent!m2/g, whereas that ofD4 ~initial C/Si ratio of 0.86! is
0.89 ~66 percent!m2/g. Elemental analysis of actual particulate
sample collected from theD4 plume and from theD4 fuel bed
yielded a C/Si mass ratio of 0.24~626 percent!and 0.23~619
percent!, respectively@22,23#. The fact that the value of the C/Si
ratio for samples taken above the flame~in the plume! and
samples from the fuel bed were nearly identical suggests that the
C/Si ratio does not vary significantly throughout the flame. Par-
ticulate samples from theMM flame would presumably yield
somewhat higher values of the C/Si ratio. Therefore, to model the
radiative transfer in flames burning silicone fluids, the specific
absorption and extinction coefficients have to be measured for
each individual fuel. The specific extinction coefficient of 7.6~64
percent!m2/g for the acetylene soot is much higher than the value
obtained by Dalzell and Sarofim@24#, but is within 2 percent of
the value reported recently by Zhu et al.@16#.

The second set of measurements conducted for this study in-
volved multi-wavelength extinction measurements performed on a
100 mm diameter pool fire burningD4 . Simultaneous extinction
measurements at 700 nm, 800 nm, and 1000 nm were conducted
using the experimental arrangement shown in Fig. 2. The radiative
fraction from this pool fire is approximately 30 percent@3#. The
measurements were obtained at a height of 5 cm above the burner.

The conditional mean and the conditional RMS of extinction at
800 nm and 1000 nm, conditioned on the extinction at 700 nm are
shown in the top and bottom panel of Fig. 4. The mean extinction
at 800 nm and at 1000 nm increases linearly with the extinction at
700 nm. The conditional RMS of extinction at 800 nm and 1000
nm is less than 7 percent of the mean. Therefore, the measure-

Fig. 3 TEM data obtained in the plume of a 10 cm diameter D4
fire

Table 1 Specific extinction, absorption, and scattering coeffi-
cients and their uncertainties obtained from the transmission
cell nephelometer

Fig. 4 Conditional mean and RMS of spectral extinction

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1095

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ments can be used to obtain a reasonable estimate of the spectral
dependence of the extinction coefficients, using Eq.~4!. Results
obtained using a linear regression fit to the data and Eq.~4! are
shown in Fig. 4. The spectral extinction coefficient varies in-
versely to the 1.13 power of the ratio of wavelengths between 700
nm and 800 nm. This information was used in Eq.~3! to obtain the
local temperatures in theD4 pool fire.

The mean temperatures along the axis of aD4 pool fire are
shown in Fig. 5. The measurements were obtained at three axial
locations. For comparison, the mean temperatures along the axis
of a heptane pool fire@18# are also shown in Fig. 5. The pool
diameter in both cases was 100 mm. The mean temperatures at an
axial location of 2 cm are approximately 1620 K~6100 K! and
1020 K ~650 K! for the D4 and heptane pool fires respectively.
This difference is in contrast to the similarity in the calculated
adiabatic flame temperature determined using the NASA Chemi-
cal Equilibrium Code@25# for the D4 and heptane flames, which
equals 2370 K and 2290 K, respectively. The heptane pool fire has
a fuel rich zone close to the burner, leading to lower temperatures.
The structure of the heptane pool fire is similar to a laminar dif-
fusion flame. On the other hand, the mean temperature close to the
surface of theD4 pool fire is much higher, and the temperature
profile resembles that of a partially premixed flame. This effect
could be due the fuel-bound oxygen present inD4 participating in
chemical reactions close to the fuel surface. Visual photographs
show that the heptane pool fire bulges outwards, while theD4
pool fire necks inwards. This structure is similar to alcohol pool

fires, which also have fuel bound oxygen. Radial profiles in the
siloxane flame are expected to show steep gradients only near the
flame edge.

The time-averaged particulate volume fractions as a function of
location on the axis of theD4 pool fire are shown in Fig. 6. For
comparison, measurements from a 10 cm heptane pool fire are
also shown@18#. At an axial location 2 cm above the burner, the
mean soot volume fraction is less than 0.1 ppm~or mL/L! for the
heptane pool fire. On the other hand, the mean ash volume frac-
tion at 2 cm above the burner is 26 ppm for theD4 pool fire. The
mean soot volume fraction increases from a value less than 0.1
ppm ~610 percent!at an axial location of 2 cm to approximately
0.5 ppm ~610 percent!at an axial location of 12 cm for the
heptane pool fire. This is the expected soot structure for a diffu-
sion flame. However, the ash volume fraction decreases from ap-
proximately 26 ppm at 2 cm, to 15 ppm at 10 cm for theD4 pool
fire. The existence of high levels of particulate volume fractions
and high levels of temperatures close to the surface explains the
similarity in the radiative heat loss fractions of silicone and hy-
drocarbon based pool fires, despite the very low emissivity of
silicate ash in comparison to soot. Both the temperature and soot
volume fraction profiles confirm that a flame burning siloxane has
a very different structure as compared to a flame burning a hydro-
carbon fuel.

The probability density function~PDF! of ash volume fraction
at a height of 2 cm above the burner for theD4 pool fire is shown
in Fig. 7. The ash volume fractions at 2 cm above the burner range
from 2 ppm to 50 ppm, with a mean value of 22 ppm, and a RMS
value of 11 ppm. This indicates that the flow is turbulent very
close to the burner surface. This behavior is different from hydro-
carbon pool fires, where the PDF of soot volume fraction close to
the burner surface typically shows a lognormal distribution@26#.

Conclusions
The major conclusions of the present study are:

1 The specific absorption coefficient of ash generated from
flames burningD4 is 30 times smaller than that of soot generated
from flames burning acetylene.

2 The specific absorption and extinction coefficients of the ash
from fires burning silicone fluids increase significantly with in-
creasing C/Si ratio of the fuel.

3 Scattering in fires burning silicone fluids is the dominant
mechanism for light extinction.

4 The structure of fires burning silicone fluids are different
from those burning hydrocarbons in that higher temperatures and
particulate concentrations are observed very close to the burner
surface. The higher particulate concentrations and higher tempera-

Fig. 6 Mean particulate volume fractions along the centerline
as a function of distance above a 10 cm diameter D4 pool fire.
Measurements from a 10 cm heptane pool fire are also shown
†18‡.

Fig. 7 PDF of ash volume fraction at an axial location 2 cm
above the 10 cm diameter pool fire burning D4

Fig. 5 Mean temperatures along the centerline as a function of
distance above a 10 cm diameter D4 pool fire. Measurements
from a 10 cm heptane pool fire are also shown †18‡.
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tures in fires burning silicone fluids lead to the same radiative heat
loss fractions~as hydrocarbon flames! despite the lower emission
coefficient of silicate ash.

Acknowledgment
Dr. Yudaya Sivathanu was supported by contract number

43NANB616113 from the NIST Statistical Engineering Division,
with Dr. Charles Hagwood serving as the Technical Contract
Officer.

Nomenclature

al ,m 5 mass specific spectral absorption coefficient
c 5 speed of light
h 5 Planck’s constant

I l 5 spectral radiation intensity
k 5 Boltzmann’s constant
T 5 temperature
L 5 radiation path length
m 5 mass concentration of particulate

Greek

«l 5 spectral emissivity
kl ,m 5 mass specific spectral extinction coefficient

l 5 wavelength
sl ,m 5 mass specific spectral scattering coefficient

u 5 polar angle
f 5 azimuthal angle
r 5 particulate density

tl 5 spectral transmittance
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Modeling of Heat Transfer and
Kinetics of Physical Vapor
Transport Growth of Silicon
Carbide Crystals
Wide-bandgap silicon carbide (SiC) substrates are needed for fabrication of electronic
and optoelectronic devices and circuits that can function under high-temperature, high-
power, high-frequency conditions. The bulk growth of SiC single crystal by physical vapor
transport (PVT), modified Lely method involves sublimation of a SiC powder charge,
mass transfer through an inert gas environment, and condensation on a seed. Temperature
distribution in the growth system and growth rate profile on the crystal surface are critical
to the quality and size of the grown SiC single crystal. Modeling of SiC growth is con-
sidered important for the design of efficient systems and reduction of defect density and
micropipes in as-grown crystals. A comprehensive process model for SiC bulk growth has
been developed that incorporates the calculations of radio frequency (RF) heating, heat
and mass transfer and growth kinetics. The effects of current in the induction coil as well
as that of coil position on thermal field and growth rate have been studied in detail. The
growth rate has an Arrhenius-type dependence on deposition surface temperature and a
linear dependence on the temperature gradient in the growth chamber.
@DOI: 10.1115/1.1409263#
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1 Introduction

Silicon carbide substrates are needed for electronic and opto-
electronic devices involving high temperature, intense radiation,
high frequency and high power. Commercially available SiC
single crystals that are used to produce these substrates, range
from 25 to 75 mm in diameter; experimental growth of 100 mm
diameter SiC crystals has also been reported recently. The quality
of these crystals, although improving, remains an important issue.
Of particular concern are the micropipes~wormholes!and defect
density@1# that occur during the deposition of SiC inside a sealed
enclosure, at temperatures above 2300 K and pressures below
2.663104 Pa, by a physical vapor transport technique using the
modified Lely-method@2,3#. The process involves sublimation of
SiC from a hot powder source, transport of vapor through an inert
gas environment, and condensation on a seed that is colder than
the source. The deposition continues until a bulk crystal of rea-
sonable size is grown.

A typical SiC growth system consists of an RF copper coil,
quartz tube, graphite susceptor, graphite insulation, crucible, and
some other components~Fig. 1~a!!. The graphite crucible is filled
with a SiC powder charge, and a SiC seed is placed on the bottom
of the lid of the crucible as shown in Fig. 1~a!. The seed is cooled
by heat loss through a hole in the upper portion of the graphite
insulation. The SiC charge is heated by using RF induction heat-
ing that is generated by passing a radio-frequency current, e.g., 10
kHz and 1200 A, through the coil. The time-harmonic electromag-
netic field induces eddy currents in the graphite susceptor that has
a high electrical conductivity, and heat is generated. Generally, the
electromagnetic wave is suscepted in a thin~skin! depth of few
millimeters, and the heat generated there is transferred by conduc-

tion and radiation to the inside of the crucible and then by con-
duction, radiation and~weak! convection to the SiC charge and
other part of the inner region.

The growth process consists of several steps@4,5#: ~a! vacuum
degassing stage—a low gas pressure (1023 Pa) and an evacuation
temperature (1073 K,T,1273 K) are applied to reduce the
background nitrogen contamination;~b! preheating stage—
temperature is gradually increased in high-purity argon environ-
ment ~about 105 Pa! to the growth temperature and stabilized to
achieve an optimumDT between the source and the seed;~c!
growth stage—a programmed pressure reduction is used to
achieve low-defect nucleation and uniform epitaxy on the oriented
seed crystal ~argon pressure is decreased to 10,p,2.66
3104 Pa! @6#, and boule growth begins;~d! cooling stage—the
temperature is gradually reduced after the growth is completed.
The difference of temperature between the charge and the seed
during the growth stage depends on the system configuration, and
is considered critical to the crystal quality. According to Lilov@7#,
SiC dissociates completely into liquid silicon and solid carbon at
T.3150 K, and, therefore, the growth temperature must lie below
3150 K. Various growth systems used by the industry employ
different growth temperatures depending on the temperature gra-
dient in the growth chamber, and a lower growth temperature is
usually associated with a higher temperature gradient and a lower
pressure of the inert gas. Basically, different companies have de-
veloped different recipes~combination of induction coil location,
temperature differential measured by two pyrometers as shown in
Fig. 1~b!, and the gas pressure!for the growth based on trial and
error experiments and post-process crystal characterization.

The thermal distribution inside the growth system is determined
by a complex interaction among the radiation, conduction and
convection heat transfer in different material phases~gas, solids
and porous media!. Although convection may be weak in smaller
growth systems, it may become important in larger systems, e.g.,
for 100 mm diameter boule. Mass transfer from the source to the
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seed crystal is highly sensitive to temperature distribution, which
is determined by diffusion, Stefan flow, buoyancy force and radia-
tion. The rate of growth at the interface depends on the interplay
between the surface kinetics and mass transport. Chemical reac-
tion also plays an important role.

Several different configurations of SiC growth systems using
modified Lely method have appeared over years. Tairov and Ts-
vetkov @8,9# were the first to use the seeded method to produce
SiC single crystals. In their experiments, single-crystalline plate-
lets of SiC with $0001% faces were used as seeds. A charge of
polycrystalline silicon carbide synthesized from silicon and car-
bide of semiconductor purity was used as the source of vapor and
was placed either around a thin walled graphite cylinder or inside
it. They also obtained good results by inserting the charge into a
crucible that was made of a solid graphite cylindrical block by
boring a hole. The ingots were grown in the temperature range of
2073 to 2873 K at partial argon pressures of 0.013 to 105 Pa. They
calculated that the amount of silicon carbide grown per unit mass
of the graphite heater evaporated is increased 4.5 times when the

growth temperature is reduced from 3000 to 2000 K. They subse-
quently produced ingots of 8 mm diameter and 8 mm long at
about 2073 K in 0.013 to 0.13 Pa vacuum; the axial temperature
gradient amounts to about 30 deg/cm with the growth rate up to
1.6–2 mm/h.

Barrett et al.@4# grew a single crystal of 20325 mm area from
a Lely grown platelet of 538 mm area at reduced pressures of
266 Pa with a temperature gradient of 20–35 K/cm, the tempera-
ture measured by a pyrometer within a cavity, which was extended
to within 5 mm of the SiC seed, ranged from 2000–2100 K. Later,
Barrett et al.@5# grew a 40 mm diameter single crystal boule using
a 25 mm wafer seed in a 40 mm diameter growth cavity at a
pressure of 2666 Pa and a source to seedDT of about 100 K. The
average growth rate was observed to be 0.9 mm/h over a 58 h
period. This group of researchers of Hobgood et al.@10# also grew
6H-polytype SiC single crystals with diameters up to 50 mm and
lengths up to 75 mm, at growth rates of 0.25 to 1 mm/h, argon
pressure of 2666 Pa, and seed temperature of 2373–2473 K. Au-
gustine et al.@11# also succeeded in growing 50 mm diameter
silicon carbide crystals using the argon pressure up to 4000 Pa,
and the growth temperature up to 2398 K. Tsvetkov et al.@12#
produced boules of 50–75 mm diameter with the background gas
pressure ranging from 13,333 Pa to less than 133 Pa. Powell et al.
@13# expanded the single crystal area in a boule up to 50 mm
diameter with the aid of modeling software. A detailed review of
the growth techniques and characterization of SiC crystals has
been presented recently by Dhanaraj et al.@14#.

Modeling has been used by several groups of researchers to
develop basic understanding of physical phenomena and improve
the SiC growth process. Hofmann et al.@15,16#modeled the tem-
perature distributions for growth temperature of 2473 K and sys-
tem pressure of up to 3500 Pa. Pons et al.@2,3#calculated both the
electromagnetic field and temperature distribution, and found that
the calculated temperatures for the seed and powder surface, 2920
K and 3020 K, were much higher than the external temperatures
measured at the top and bottom of the crucible, 2390 K and 2500
K, while the maximum temperature of the insulation foam on its
periphery was about 1000 K. They have reported the total pressure
around 4000 Pa and the growth rate of 1.55 mm/h. Mu¨ller et al.
@17# also calculated the temperature distribution in the inductively
heated SiC growth reactors with the temperature of 2373–2673 K,
found that the temperature in the powder was highly non-uniform,
and predicted a radial temperature variation of 30–50 K along the
powder surface.

Ma et al. @18# performed an order-of-magnitude analysis of
various process parameters, and used a one-dimensional network
model and two-dimensional finite-volume model to predict the
temperature distribution in a 75 mm growth system. Chen et al.
@19# proposed a kinetics model for SiC vapor growth, predicted
growth rate as a function of temperature, temperature gradient and
inert gas pressure, and obtained growth rate profiles across the
seed surface from the temperature distribution in a 75 mm growth
system. A detailed discussion on process physics and modeling of
SiC growth can be found in Chen et al.@20#.

In spite of several publications on SiC growth simulations,
many aspects of this process remain unclear and cannot be pre-
dicted using the existing models. First of all, the models reported
thus far cannot accurately predict the growth rate. Secondly, there
is a remarkable controversy with respect to the possibility of
growth at elevated inert gas pressures. Some experiments indicate
that the growth can be performed at high pressures, such as at
26666 Pa~200 Torr! @6# or even at 1 atm@8#, but the published
models predict suppression of growth with an increase in the inert
gas pressure. It is therefore important to develop a model that can
describe the SiC growth as a function of inert gas pressure~with-
out a restriction of low pressure!. It should be noted that majority
of experimental studies consider only low-pressure growth; how-
ever, it is desirable to examine the growth phenomena at high

Fig. 1 „a… Schematic of a RF heated furnace for PVT growth of
single SiC crystals and key physical phenomena associated
with the process; and „b… geometry of a SiC growth system with
5 turns of coil
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pressures. Thirdly, all previous model calculations are valid for
only specific growth chamber designs and do not present general
effects of the governing parameters.

The primary goal of the present work is therefore to develop a
coupled, high-resolution transport model to predict the electro-
magnetic field due to RF heating, heat and mass transfer in the
growth system and rate of growth based on growth kinetics and
chemical reactions. The model proposed here can be used for both
the low-pressure and high-pressure growths to investigate the ef-
fects of current and coil position on temperature distribution and
growth rate profile. Simulations have been performed for a range
of parameters to study the effects of gas pressure.

2 Mathematical Model

2.1 Heat Transfer Scale Analysis. It is important to first
examine the strength of various parameters in a SiC growth sys-
tem. One way to perform such analysis is to consider the opera-
tional conditions of a typical system, e.g.,p50.001 Pa andT
51073– 1273 K during the degassing stage,p5105 Pa andT
52600– 3100 K during the preheating stage, as well asp5100
226,666 Pa andT52100– 2900 K during the growth stage. Con-
sidering the argon gas as an ideal gas, its density can be estimated
from r5pM/RT, the Prandtl number from

Pr5
mcp

k
, (1)

and Grashof number from

Gr5
r2gbDc

3DT

m2 5
r2gDc

3

m2

DT

T
, (2)

whereDc is the diameter of the crucible, and the isobaric expan-
sion coefficient of an ideal gas

b52
1

r

]r

]T
5

1

T
.

Under the process conditions of gas pressure of 33104 Pa,
growth temperature of 2900 K and temperature difference of 30
K, the Prandtl number is obtained as 0.66 while the Grashof num-
ber is estimated to be between 3 and 24 for the crucible with an
inner diameter of 50–100 mm~for the growth of 25–75 mm di-
ameter crystals, current industry standard!. It is evident that the
heat transfer by buoyancy flow in the present industrial growth
system can be considered negligible. The buoyancy effect, how-
ever, may become important if the chamber diameter or height
increases by even a factor of two since the thermal conditions in
the growth chamber can induce complex buoyant flows, combin-
ing both Bénard convection and vertical boundary layer flows.

If the leakage and diffusion are neglected, the advective veloc-
ity of SiC vapor flow can be estimated from

U5rSiCGSiCASiC/argasAgas, (3)

wherea is sticking coefficient, andASiC is the growth area. This
leads to the mass Pe´clet number

Pe5UL/D, (4)

where the diffusion coefficient can be obtained fromD
5D0(T/T0)n(p0 /p) @21#, with D05531026;231024 m2/s, n
51.8, T05273 K, and p051 atm. D0 is chosen as 5
31026 m2/s for low temperature SiC growth, and 131025 m2/s
for high temperature SiC growth@19,20#. Using D051
31025 m2/s andL550 mm, the advective velocity, diffusion co-
efficient, density and Pe´clet number are obtained as shown in
Table 1 for two operating conditions, one with a low growth tem-
perature and low gas pressure, and another with a high growth
temperature and high gas pressure.

The enthalpy released during the deposition, the heat transfer
by Stefan flow~advective mass transport! and the radiative heat
transfer can be estimated using the following simple equations,

Qlatent5rSiCGSiCASiCDHvs , (5a)

QStefan5rSiCGSiCASiCcpDT, (5b)

Qradi5«ASiCs~Tcharge
4 2Tseed

4 !. (5c)

For a set of typical values, such as the growth rate ofGSiC
51 mm/h, a diameter of 50 mm,DT530 K, «50.8, andTseed
52900 K, Qlatent, QStefan and Qradi are estimated as 0.01 W and
0.1 W, and 1000 W, respectively. Therefore, it is reasonable to
neglect the enthalpy change due to condensation and heat transfer
by Stefan flow, at least for the global study of temperature field. It
should, however, be noted that the Stefan flow is important for
mass transfer and growth rate, and a small change in temperature
gradient near the deposition surface can change the growth kinet-
ics significantly. These effects can be considered by developing a
hybrid numerical model~fine resolution near the interface!. Being
the first comprehensive study of the problem, these secondary
effects are not considered here, and may be analyzed in the future.

2.2 Electromagnetic Field. The electromagnetic field pro-
duced by RF induction heating can be calculated using the Max-
well’s equations and the generated power in the graphite susceptor
can be predicted by employing the principles of eddy current. For
low frequency (f ,1 MHz), the Maxwell’s equations can be sim-
plified using the quasi-steady state approximations. Assuming that
the current in the coil is time-harmonic, the magnetic flux density
can be expressed as the curl of a magnetic vector potential,B
5¹3A. The Maxwell equations can then be written in terms of
the vector potential,A @22,23#,

¹3S 1

mm
¹3AD1«m

]2A

]t2 1sc

]A

]t
5Jcoil , (6)

wheremm is the magnetic permeability,«m is the permittivity,sc
is the electrical conductivity, andJcoil is the current density in the
coil. If the coil and the electromagnetic field are assumed axi-
symmetric, both the magnetic potential vector,A, and the current
density,Jcoil , will have only one angular component with an ex-
ponential form, such as,

A5 H 0
A0eivt1cc

0
J , Jcoil5H 0

J0eivt1cc
0

J , (7)

where i is the complex unit,v is the angular frequency, andcc
denotes the complex conjugate. The final equation for vector po-
tential,A0 , is obtained by substituting Eq.~7! into Eq. ~6! @24#,

S ]2

]r 2 1
1

r

]

]r
2

1

r 2 1
]2

]z2D S A0

mm
D1«mv2A02 ivscA052J0 .

(8)

The second term in the left side of the above equation is negli-
gible. The following boundary conditions can be used to solve the
above equation,

A050, at r 50, and ~r 21z2!→`, (9)

which are based on the conditions that magnetic flux density,B, is
axi-symmetric, and the computational domain is sufficiently large.

Table 1 Advective flow parameters for two different operating
conditions
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After solving Eq.~8! for the vector potential,A0 , the generated
heat power in the graphite susceptor can be obtained using the
principles of eddy current@25#,

qeddy- 5
1

2
scv

2A0A0* , (10)

where* denotes the complex conjugate.

2.3 Energy Transport Equation. Once the eddy currents
provide the distribution of volumetric heat generation in the
graphite susceptor~within a skin depth of few millimeters!, the
temperature distribution in the growth system can be calculated
using a conduction-radiation model,

~rcp!eff

]T

]t
5¹•~keff¹T!1qeddy- 2~qradi9 1qinsu9 !dA/dV,

(11)

whereqradi9 is the radiative heat flux normal to the radiation sur-
face. A brief description of the formulation forqradi9 is presented in
section~2.4!. In equation~11!, (rcp)eff andkeff are local effective
heat capacity and conductivity, respectively, and will change from
one location to another depending on the material~see Eqs. 30 and
31!. In Eq.~11!, qinsu9 is the radiative heat flux on the outer sur-
faces of insulation,

qinsu9 5«effs~T42T`
4 !, (12)

where«eff is the effective emissivity. For surfaces exposed to the
ambient air, the effective emissivity can be chosen as that of the
material,«eff5«insu. On the other hand, for surfaces exposed to
the copper coil, the effective emissivity can be taken as,«eff
51/(1/«insu1r insu/r coil(1/«coil21)), so that the reflection of en-
ergy by the inner surface of the copper coil can be included in the
formulation. Here,r insu and r coil are the radii of the outer surface
of insulation and inner surface of coil~as shown in Fig. 1~b!!.

Radiative heat fluxqradi9 andqinsu9 are obtained at the grid points
of the corresponding radiation surface using the curvilinear non-
orthogonal finite volume method. The radiative heat fluxqradi9 and
qinsu9 are converted to source terms in the energy equation in order
to use a single domain technique. Here,dA is the area of a finite-
volume face within the radiation surface, anddV is the finite
volume adjacent to the radiation surface~see Fig. 2~a!!.

To solve Eq.~11! one needs to consider realistic boundary con-
ditions. The computational domain for the temperature is set as
inside the quartz tube~Fig. 1~b!!, and the temperature on the
quartz tube is set as 293 K~quartz tube is water cooled!. From the
reported growth striations in SiC crystal marked by an interface
demarcation technique@26#, it is evident that the system behaves
almost symmetric, hence at the central axis,

]T

]r
50, at r 50 (13)

is a good approximation. However, if the system becomes large
~for large diameter growth! such that convective effects cannot be
neglected, the insulation materials and graphite properties are not
homogeneous, and/or the power supply fluctuates, then the three-
dimensional effects will have to be considered.

2.4 Radiative Heat Transfer. A radiation model based on
the method of discrete exchange factors is employed here to cal-
culate the radiative heat transfer in the growth chamber as well as
within the top and bottom holes@27,28#. It is assumed that the
radiation surfaces are gray, diffusely emitting and reflecting, and
opaque. The radiation surfaces are broken into a number of rings
each with uniform properties~see Fig. 2~b!!, the rings coincide
with the grids using the curvilinear non-orthogonal finite volume
method@29,30#, and the view factors between each pair of rings
are calculated@28,31#. The absorptivitya j is assumed to be equal
to the emissivity« j in each ring. The integral equations for radia-
tive heat transfer is then obtained as@32#,

qrad j9

« j
2(

k51

N

F j ,k

12«k

«k
qradi k9 5sTj

42(
k51

N

F j ,ksTk
4, (14)

where F j ,k is the view factor from ringj to ring k. The above
equations can be solved numerically by writing,

~Ajk!•~qradi k9 !5~Bjk!•~sTk
4!, (15)

whereAjk5d jk /«k2F j ,k(12«k)/«k , Bjk5d jk2F j ,k , andd j ,k is
the Kronecker’s delta. The radiative heat flux in Eq.~15! can be
written in the tensor form as:

qradi j9 5~A21
•B! jk•~sTk

4!. (16)

Onceqradi j9 is calculated from Eq.~16! it can be converted into the
heat source in each finite-volume for solving the energy Eq.~11!.

2.5 Growth Kinetics. Mass spectrometric investigations
conducted by Drowart and Maria@33# have shown that the basic
components of evaporation of SiC are Si, Si2C, SiC2, and SiC.
The fraction of other components of evaporation, Si2, C, C2, C3,
in the vapor is insignificant and can be neglected. The following
reactions are considered probable for the sublimation process@7#:

SiC~s!⇔Si~ l !1C~s! K15aSi (17)

SiC~s!⇔Si~g!1C~s! K25PSi (18)

2SiC~s!⇔Si2C~g!1C~s! K35PSi2C (19)

2SiC~s!⇔SiC2~g!1Si~ l ,g! K45PSiC2
PS (20)

SiC~s!⇔SiC~g! K55PSiC (21)

Because of the lack of carbon species near the seed and since SiC
vapor pressure is very small@7#, only reaction~20! is considered
important for the deposition process. The equilibrium constant for
this reaction can be calculated from the equation of equilibrium:

K5exp~2DGT
0/RT! (22)

The change in isobaric-isothermal Gibbs-functionDGT
0 in Eq.

~22! can be obtained from,

DGT
05(

prod
v i~Dhf ,298

0 1hT2h2982TsT
0!

2(
reac

v i~Dhf ,298
0 1hT2h2982TsT

0!, (23)

where Dhf ,298
0 is the heat of formation,v i is the stoichiometric

coefficient, andhT is the enthalpy of the reacting species.

Fig. 2 „a… Heat flux on the radiation surface and curvilinear
grid system; and „b… schematic of ring elements on radiative
surfaces. The ring elements coincide with the finite volume
grids for conduction calculation.
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The thermodynamic analysis@7# shows that the vapor becomes
silicon rich at temperatures below 2546 K, and SiC2 rich at tem-
peratures above 2900 K. The rate-determining species,A, is there-
fore chosen as SiC2 at T,2546 K, as Si atT.2900 K, and either
of the two for 2546 K,T,2900 K. Introducingz8 coordinate,
which is set as 0 at the charge, andL at the seed, the vapor
pressures of various species can be calculated as a function ofz8.
In the present model, we assume that the species transport rate
near the seed is proportional to the supersaturation of the rate-
determining speciesA @34#,

JA5xA~pA~L !2pA* ~L !!, (24)

where pA* is the equilibrium vapor pressure of gaseousA, and
xA51/A2pMART. The SiC2 and Si vapors are assumed to have
an identical transport rate, i.e.,JSiC2

5JSi , which yields the
growth rate of SiC crystal as,

GSiC5
2MSiC

rSiC
xA@pA~L !2pA* ~L !#. (25)

The factor 2 on the right side of the above equation is needed
since one SiC2 molecule and one Si molecule form 2 SiC mol-
ecules.

Assuming the advective velocities of the species SiC2 and Si to
be the same, the distribution of the vapor pressure can be obtained
by one-dimensional mass transfer equation for Stefan flow as@21#,

pSiC~z8!1pSi~z8!5p2@p2pSiC2
~0!2pSi~0!#exp~Pe•z8/L !.

(26)

The advective velocity,U, in Pe can be expressed as a function of
the transport rate of SiC2 and Si as,

U5JSiCRT/p52xA~pA~L !2pA* ~L !!RT/p. (27)

From the above equation, we obtain,

pA~L !5pA* ~L !1Up/2xART. (28)

Assuming SiC2 and Si to have the same vapor pressure gradient
in the growth chamber, Eq.~26! reduces to,

U5D/L ln~~p22pA~L !!/~p22pA~0!!. (29)

Again if we assume that the vapor pressure at the source is the
same as the equilibrium vapor pressure, sopA(0)5pA* (0), U and
PA(L) can be obtained using Eq.~28! and ~29! in an iterative
fashion. First by settingU as 0,PA(L) is obtained from~28!, then
the advective velocityU is obtained by substituting~28! in ~29!.
Consequently, the growth rate is obtained from Eq.~25!. In solv-
ing the above equations, the equilibrium vapor pressures of spe-
cies Si, SiC, Si2C, and SiC2 are taken from Lilov@7#. The growth
rate can then be obtained once the source temperature,T(0), seed
temperature,T(L), distance between the source and seed,L, and
system pressure,p, is known. The two-dimensional effect of tem-
perature distribution on growth rate is accounted by using the seed
temperatureT(L) as a function of radial coordinate,r, as obtained
from Eq.~11!. The source temperatureT(0) is the maximum tem-
perature in the charge.

2.6 Properties of Various Components. Electrical and
thermal properties of various components~i.e., graphite susceptor,
graphite insulation, crucible and SiC charge! in the growth system
are functions of temperature, and their values are taken at a tem-
perature interval of 250 K. Table 2 lists values of electrical resis-
tivity and thermal conductivity at temperatures in the range of
773–3273 K. The source material is usually chemically acid-
treated abrasive SiC powder, and its average grain size is consid-
ered as,dp5125mm @6#. During the growth, the main species, Si,
SiC2, Si2C, SiC, evaporate from the SiC charge, and graphitiza-
tion of the charge occurs. The charge can be considered as a
porous medium with porosity,«p , and effective specific heat,

~rcp!eff5~12«p!~rcp!SiC1«p~rcp!gas. (30)

The heat transfer inside the charge consists of both radiative and
conductive components. A suitable expression for effective ther-
mal conductivity for SiC charge must account for these compo-
nents, for example@35#,

keff5~12«p!kSiC1«pS kgas1
8

3
«4sT3dpD , (31)

wheredp is the mean powder diameter. The porosity,«p , can lie
anywhere between 0.35 and 0.5, and is chosen as 0.4 for present
calculations. However, it is not difficult to measure«p .

2.7 Numerical Method. The magnetic potential Eq.~8!,
heat generation Eq.~10!, energy Eq.~11! and integrated radiative
heat transfer Eq.~16!, are solved using an in-house developed
finite volume algorithm@22,23,29,30#. Conservation Eq.~8! and
~11! can be written in the following general form:

]

]t
~rcf!5

]

]x S rG
]f

]x D1
]

]r S rG
]f

]r D1r ~SC1SPf!, (32)

wheref is the generalized variable,G is the diffusion coefficient,
and SC is the volumetric source. The coefficients are defined as,
c50, G51/mm , SC5J0 , andSp5«mv22 ivsc21/r2(1/mm) for
magnetic vector potential equation (f5A0); c5(rcp)eff , G
5keff , SC5qeddy- 2(qradi9 1qinsu9 )dA/dV, and Sp50 for energy
equation (f5T).

The grid used for this task is a structured trapezoidal mesh. For
a typical primary pointP, the conservation equation in a general-
ized coordinate system~j,h! can be written as,

~rcfJa2r 0c0f0Ja0!PDjDh

Dt
1r $~ajJj!e2~ajJj!w%Dh

1r $~ahJh!n2~ahJh!s%Dj5$r ~SC1SPf!Ja1rSf%DjDh,

(33)

where the curvature source termSf arises from the non-
orthogonal grid, and is given bySf5$(bjJh)e2(bjJh)w%Dh
1$(bhJj)n2(bhJj)s%Dj. aj andbj are the primary area and the
secondary area over the control-volume face,e, which is repre-
sented byj5const. ~see Fig. 3~a!!, e.g.,JW•ejhh5ajJj2bjJh ,
where ej is the contravariant base vector, andhh is the scale
factor. So,aj5hjhh

2/Ja, bj5hjhh
2(eW j•eWh)/Ja.

The discretization equation forf for the control volume sur-
rounding pointP can be written as,

aPfP5aEfE1aWfW1aNfN1aSfS1b, (34)

where aP5aE1aW1aN1aS1$rcJa/Dt2rSPJa%DjDh, b
5$r 0c0Ja0/DtfP

0 1rSCJa1rSf%DjDh.
The magnetic potential solver is validated by solving the mag-

netic flux density around a loop, which is supplied with a current,
I. The theoretical value of the magnetic flux density at the center
of a current-carrying loop isB5mmI /(2Rcoil), whereRcoil is the
radius of the loop@24#. The radius of the loop and the current are
chosen asRcoil50.02 m andI 510A, respectively, and the radius

Table 2 Material properties of various components
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of the coil is chosen as 1025 m in the calculation. The computed
magnetic flux density at the center of the loop is shown in Table 3
using a grid of 57357. The predicted results agree well with the
theoretical ones, and the computational error is within 1 percent
~see Table 3!.

The grid dependence is also checked by comparing the results
using a grid of 1983147 with the ones using a grid of 394
3292. A 75 mm SiC growth system is considered here and the
temperature on the top of the crucible is kept at 2400 K, and the
pressure as 26,666 Pa. From Table 4, it can be seen that the com-

puted results of temperature vary within 1 percent while the
growth rate varies within 4 percent, since the growth rate is an
exponential function of the inverse temperature. Further compari-
son between the numerical predictions and experimental data can
be found in Roy et al.@36# where predicted temperatures agree
extremely well with the measured temperatures in the silicon tube
growth system.

A grid of 1983147 is used for the present calculations as
shown in Fig. 3~b!. Since the electrical and thermal conductivities
of the graphite susceptor strongly depend on the temperature, the
power generated in the graphite susceptor changes significantly
with time, so a time step of 2s is chosen for transient calculations.
The ambient temperature,T` , is set as 293 K. The emissivity of
graphite material is taken as,«50.8. The radiant exchange be-
tween the outer surface of the insulation and the inner surface of
the coil has been considered, and the outer surface of the insula-
tion and the inner surface of the coil are assumed diffuse with
emissivities of 0.8 and 0.3 for materials of graphite and copper,
respectively.

3 Results and Discussions
A 3 in. SiC growth system is considered here with 5 turns of

coil and a frequency of 10 kHz. Calculations are performed to
examine the effect of transient vis-a`-vis steady state conditions in
the growth system for a current of 1200 A. The effect of seed
surface temperature, temperature difference,Tbottom2Ttop and gas
pressure on growth rate is studied for a range of parameters. Fi-
nally, the effect of RF heating coil on temperature distribution and
growth rate is examined.

3.1 Typical Magnetic Potential and Temperature Distribu-
tions. To calculate the electromagnetic field, the computational
domain is set sufficiently large, e.g.,220Rs,z,20Rs and r
,20Rs , with the radius of the outer surface of the susceptorRs
50.07 m. The magnetic potential is always diminished at a far
distance of 20Rs from the coil. Typical contours of magnetic vec-
tor potential for 5 turns of coil, a current of 1200 A and a fre-
quency of 10 kHz are shown in Fig. 4. The contour lines are
concentrated along the outer portion of the graphite susceptor, and
the contour of (A0)real5131025 Wb/m bends in the bottom and
top portion of the susceptor and passes through the outer portion
of the cylindrical susceptor. The graphite susceptor with a high
conductivity functions as a shield, so that a large amount of en-
ergy is generated by eddy currents in the susceptor within a small
skin depth, allowing very little energy generated in the parts inside
the susceptor~like the crucible, crystal, and charge!.

Figure 5 shows the profiles of the generated heat power in the
graphite susceptor and the SiC charge along the radial direction at
different heights:z50, 1.3 Rs and 2.6Rs . As can be seen, the
heat power is mainly generated in the outer portion of the graphite
susceptor. The line forz51.3Rs has a gap~inert gas!between the
SiC charge and the susceptor and coincides with the other two in
the susceptor. The generated heat power in the SiC charge atz
51.3 Rs is negligible compared to that generated in the graphite
susceptor atz50 and 2.6Rs ~Fig. 5!. The generated heat in the

Fig. 3 „a… Curvilinear finite-volume grids; and „b… computa-
tional grids for finite volume method. Grids are highly clustered
in the regions of large temperature gradients.

Table 3 Comparison of present results with theoretical values

Table 4 Comparison between results in a 75 mm system using
different grids
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graphite susceptor atz50 and 2.6Rs decreases exponentially in
the radial direction from the outer surface of the graphite suscep-
tor to the center of the chamber~Fig. 5!.

The temperature distribution is obtained for the same case at a
system pressure of 26,666 Pa. As shown in Fig. 6, the maximum
temperature exists in the graphite susceptor, and always at the
level of the geometric center of the induction coil. In the charge,
the temperature is greater in the middle portion near the crucible
wall than in the bottom and top regions, and it will sublime there
first. The positive temperature difference between the SiC charge
and the seed allows the sublimation of SiC in the charge and
deposition of SiC on the seed.

A positive radial temperature gradient is also formed at the seed
surface, which ensures an outward growth of the crystal@37#. As
can be seen in Fig. 6, the temperature has a lower value at the
center of the seed because of the cooling effect produced by the
top hole. The temperature increases along the radial direction on
the seed surface, reaches a high value before the inner wall of the
growth chamber. A proper radial temperature gradient at the seed
must be achieved to ensure a convex shape of the crystal interface
and keep the thermal stresses and consequently the dislocation
and micropipe density in the crystal low. The lower temperature at
the center of the seed ensures an outward growth in the radial
direction, because of higher supersaturation of the vapor species at
the center of the seed than that near the edge of the seed. In Fig.
6, the temperature variation along the seed surface is less than 10
K ensuring a low thermal stress in the crystal, while the tempera-
ture difference between the charge and the seed is about 80 K to
ensure a high growth rate. The temperature variation in the SiC
charge~about 60 K!is much higher than that in the upper portion
of the growth chamber~about 30 K!.

3.2 Transient Heating Process. The temperature ramp up
in the growth system is simulated here to investigate the time-
dependent behavior of the temperature distribution. The tempera-
ture ramp up includes two stages: degassing stage during which
the pressure is reduced to vacuum for removing the residual ni-
trogen contamination in the porous graphite parts, and preheating
stage during which the pressure is increased to one atmosphere.
The convective heat transfer between the insulation and the quartz
is still considered less important than the radiative heat transfer.
The initial furnace temperature is set at 293 K. The current is fixed
at 1200 A with a frequency of 10 kHz. Figure 7~a! shows the
temperature profiles along the radial direction atz52.3Rs , at
times t50.5, 1, 2, 3, 4, and 5h. During the first half hour of
heating, the peak temperature increases rapidly, e.g., from 293 K
to 1500 K. The degassing stage takes place before temperature
reaches 1073–1273 K@5#. After 4 hours of heating, the tempera-
ture change becomes minimal.

Figure 7~b!shows the temperature profiles along the axial di-
rection atr 50, at timest50.5, 1, 2, 3, 4, and 5h. As can be seen
from the curve oft50.5h in Fig. 7~b!, there is a dip in tempera-
ture in the SiC charge indicating that the SiC charge has a large

Fig. 4 Contours of magnetic potential, „A 0… real , in the growth
system for a current of 1200 A and a frequency of 10 kHz

Fig. 5 Generated heat power, q eddy- , along the radial direction
at different heights zÄ0, 1.3 Rs , and 2.6 Rs . The profile at z
Ä1.3 Rs has an inert gas gap between the powder charge and
the susceptor.

Fig. 6 Temperature distribution for a current of 1200 A with
argon pressure of 26,666 Pa
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thermal time constant. It takes another hour before the dip in
temperature in the SiC charge disappears. Desirable temperature
and temperature gradient conditions are achieved att54h, e.g.,
the temperature in the SiC charge is larger than that on the seed,
Tcharge.Tseed.

The evolution of the temperature in the SiC charge,Tcharge,
temperature on the seed,Tseed, and temperature on the bottom of
the crucible,Tbottom, with time is shown in Fig. 8. The tempera-
ture difference between the SiC charge and the seed is not dis-
cernable before the temperature in the SiC charge reaches 1500 K
in the degassing stage, and it gradually increases with time in the
preheating stage. The temperatures stabilize after 4 hours of heat-

ing. The growth stage begins after the temperatures and tempera-
ture gradients stabilize@5#. In the growth stage, the growth rate
and quality of the grown crystal are related to the temperature on
the seed,Tseed, the temperature in the SiC charge,Tcharge, and the
inert gas pressure. This preconditioning of system is critical for
the growth of SiC crystals.

3.3 Effect of Inert Gas Pressure on the Growth Rate. The
predicted growth rate along the seed surface for the case ofI
51200 A is shown in Fig. 9 for a better understanding of the role
of the growth temperature and inert gas pressure. As can be seen,
the growth rate increases when the inert gas pressure is reduced
from 53,333 Pa to 26,666 Pa. The growth rate decreases along the

Fig. 7 Temperature profiles along „a… radial direction at zÄ2.3 Rs , and „b… axial direction at rÄ0, when tÄ0.5, 1, 2, 3,
4 and 5 h . The current is maintained at 1200 A with a frequency of 10 kHz and pressure of 10 À3 Pa for tË0.5 h and
105 Pa for tÌ0.5 h .

Fig. 8 Evolution of temperatures of the charge and the seed
and Tbottom with time during the heating process as in Fig. 7

Fig. 9 Predicted growth rate along the seed surface for differ-
ent inert gas pressures for the conditions as in Fig. 6
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radial direction to ensure an outward growth, while the growth
temperature along the seed surface increases. It is evident from
Figs. 6 and 9 that a lower growth temperature at the seed surface
ensures a higher growth rate for a constant charge temperature.

3.4 Effect of Temperature on the Growth Rate. Calcula-
tions have been performed to obtain temperature distribution for
several values of current, e.g., 1000 A, 1100 A and 1200 A. Figure
10 shows the temperature distributions for currents of 1000 A and
1100 A with 26,666 Pa argon pressure. The temperature differ-
ences between the charge and the seed,Tcharge2Tseed, are about
66 K, 72 K and 81 K, andTseedare 2712 K, 2858 K, and 2995 K
for I 51000 A, 1100 A and 1200 A, respectively. The magnitude
of the temperature at any given location increases with the cur-
rent. As reported by Tairov and Tsvetkov@9#, a high temperature,
between 2900 and 3000 K, is required for crystal growth by the
Lely’s method. However, the growth temperature for the modified
Lely method ranges from 1800 K to 2900 K. The growth tempera-
ture depends on the temperature gradient that is related to the
design of the system. For systems with large temperature gradi-
ents, the growth temperatures are lower, 2100–2800 K
@4,5,8,9,15,16,17#, while the growth temperature ranges from
2700 K to 2900 K for system that have a small temperature gra-
dient @2,3#. The temperature distribution for the case ofI
51200 A corresponds to an upper limit for the given coil position
and other components of the system. For a low growth tempera-
ture, the required inert gas pressure is lower than that required for
the high temperature growth, and the temperature gradient is
larger @19,20#. The temperature gradient inside the growth cham-
ber is determined by the hotzone design and coil position.

The predicted growth rate versus the inverse of temperature on
the seed,Tseed, and the inverse of temperature on the bottom of
the crucible,Tbottom, is shown in Fig. 11 for a system pressure of
26,666 Pa together with the experimental data of Balkas et al.
@38#. The growth rate curve has an Arrhenius-type dependence on
TseedandTbottom. Since it is very difficult to measure the tempera-
tures inside the crucible, the temperatures on top of the crucible or
on the bottom are measured by using two pyrometers through the
holes bored into the insulation. The experimental data by Balkas

et al. @38# indicate that the growth rate is a linear function ofDT
and exponential function of the inverse temperature, and have the
following expression,

Gr5A~p,S,t !DT exp~2U/RT!, (35)

where DT is the temperature difference between the seed and
source,U is the activation energy,A(p,S,t) is a constant defined

Fig. 10 Temperature distributions for different currents, „a… IÄ1000 A , and „b… IÄ1100 A

Fig. 11 Dependence of the growth rate on the temperature of
the seed surface, Tseed , and the temperature on the bottom of
the crucible, Tbottom . The symbols from top to bottom corre-
spond to the currents of 1200 A , 1100 A and 1000 A , respec-
tively, with argon pressure of 26,666 Pa.
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by the inert gas pressurep, the effective source surface areaSand
the duration of the growth runt. The temperature difference be-
tween the SiC charge and the seed,Tcharge2Tseed, can be adjusted
by moving the RF coil downward or upward.

3.5 Effect of Coil Position on Temperature Distribution
and Growth Rate Profile. By moving the induction coil verti-
cally ~upward or downward!, the temperature difference between

the charge and the seed can be easily changed. Figure 12 presents
the temperature distributions for three different positions (zcoil
50,0.01 m,0.02 m!, while the temperature on top of the crucible is
kept constant at 2400 K. A PID~proportional, integral and deriva-
tive! control strategy is used numerically to keep the temperature
on the top of the crucible constant by changing the current. With
the coil moved up, the location of the maximum temperature

Fig. 12 Temperature distributions for different coil positions. The coil is moved upward „a… zcoil
Ä0, „b… 0.01 m, and „c… 0.02 m, respectively. The coil position in „a… is the same as that in Fig. 6.
The temperature on top of the crucible is kept at 2400 K for all the cases.
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in the charge moves up and the temperature difference between
the charge and the seed decreases. In Fig. 12~a–c!, the tempera-
ture difference between the charge and the seed,Tcharge2Tseed, is
a linear function of the coil position,zcoil . It should be noted that
the temperature difference will not be a linear function of the coil
position if the coil is moved further up. Since the growth rate
depends on the temperature difference between the charge and the
seed~Eq. 35!, the change in the coil position significantly affects
the growth rate, and can be used for control of the growth process.

The predicted growth rate versus temperature difference be-
tween the charge and the seed is shown in Fig. 13 for different coil
positions when the temperature on the top of the crucible,Ttop, is
kept constant, e.g., 2400 K or 2300 K, and the pressure is main-
tained at 26,666 Pa. In a certain range of coil position,zcoil , the
growth rate is almost a linear function of the coil position,zcoil .
For example, forTtop52400 K, the growth rate is a linear function
for 0,zcoil,0.03 m; while for Ttop52300 K, it is true for
20.03 m,zcoil,0. If the coil is moved further up, the growth rate
can become less than zero representing etching of the seed~not
shown here!.

4 Conclusions
A comprehensive process model for silicon carbide growth by

modified Lely method has been developed that accounts for ir-
regular geometry, induction heating, radiative and conductive heat
transfer, and growth kinetics. The model has been successfully
applied to the simulation of SiC growth. The radiant exchange
between the outer surface of the insulation and the inner surface
of the coil is considered. Also, the radiations inside the growth
chamber, the top and bottom holes as well as in the SiC charge are
modeled. The growth kinetics is incorporated to predict the
growth rate that is a strong function of temperature, temperature
gradient and inert gas pressure.

The temperature distribution and growth rate are predicted for a
75 mm growth system. The complex dependence of temperature
distribution and growth rate on RF coil current and its position are
well demonstrated by the numerical results. The growth rate has

an Arrhenius-type dependence on the growth interface tempera-
ture. The temperature distribution changes significantly when the
coil position changes. The portion of the charge with a maximum
temperature moves up when the coil is lifted. The lower coil po-
sition corresponds to a high temperature difference between the
charge and the seed, and hence a high growth rate. The computed
temperature distributions and growth rate profiles provide valu-
able insights into the physical mechanisms of the SiC growth.
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Nomenclature

ASiC 5 growth area~m2!
A 5 magnetic vector potential~Wb/m!
B 5 magnetic flux density~T!
cp 5 isobaric specific heat~J/kg•K!
dp 5 mean particle diameter of the charge~m!
Dc 5 diameter of crucible~m!

f 5 frequency~Hz!
F 5 view factor
g 5 gravitational acceleration,~m/s2!

Gr 5 Grashof number,r2gbR3DT/m2

GSiC 5 growth rate~m/s!, dissolving rate of particles~m/s!
DGT

0 5 isobaric-isothermal Gibbs-function
Dhf ,298

0 5 heat of formation
H 5 latent heat~J/kg!
I 5 current~A!
J 5 current density~A/m2!
k 5 thermal conductivity,~W/m•K!
K 5 equilibrium constant
L 5 gap between the charge and seed~m!
M 5 molecular weight~kg/mol!
p 5 pressure~Pa!

Pr 5 Prandtl number,mcp /k
q 5 heat flux~W/m2!

qeddy- 5 heat power by eddy current~W/m3!
qrad9 5 radiative heat flux~W/m2!

r 5 radial coordinate~m!
R 5 universal gas constant, 8.314~J/mol•K!

Rs 5 radius of susceptor~m!
t 5 time ~s!
T 5 temperature~K!

DT 5 temperature difference between the powder charge
and seed~K!

z 5 axial coordinate~m!

Greek Symbols

a 5 absorptivity, sticking coefficient
b 5 volumetric expansion coefficient~1/K!
« 5 emissivity

«m 5 permittivity ~F/m!
«p 5 porosity
m 5 viscosity ~kg/m•s!

mm 5 magnetic permeability, 4p31027 ~H/m!
r 5 density~kg/m3!

rc 5 density of crystal~kg/m3!
sc 5 electrical conductivity~1/V•m!
s 5 Stefan-Boltzmann constant 5.67031028 ~W/m2

•K4)
v 5 angular frequency~rad/s!

Subscripts

` 5 ambient
coil 5 induction coil

Fig. 13 Dependence of growth rate, GSiC , on the temperature
difference between the charge and seed, TchargeÀTseed , and on
the temperature difference between the bottom and top of the
crucible, Tbottom ÀTtop . The coil positions, zcoil , are denoted be-
sides the symbols on the curve of GSiCÈTbottom ÀTtop . The tem-
perature on top of the crucible, Ttop , is kept at 2400 K or 2300 K
with argon pressure of 26,666 Pa.
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eddy 5 eddy currents
eff 5 effective

insu 5 insulation material
radi 5 radiative
real 5 real part of a complex quantity

s 5 solid
Ste 5 Stefan flow related

u 5 angular direction
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Melting and Resolidification of a
Substrate Caused by Molten
Microdroplet Impact
This paper describes the main features and results of a numerical investigation of molten
microdroplet impact and solidification on a colder flat substrate of the same material that
melts due to the energy input from the impacting molten material. The numerical model is
based on the axisymmetric Lagrangian Finite-Element formulation of the Navier–Stokes,
energy and material transport equations. The model accounts for a host of complex
thermofluidic phenomena, exemplified by surface tension effects and heat transfer with
solidification in a severely deforming domain. The dependence of the molten volume on
time is determined and discussed. The influence of the thermal and hydrodynamic initial
conditions on the amount of substrate melting is discussed for a range of superheat, Biot
number, and impact velocity. Multidimensional and convective heat transfer effects, as
well as material mixing between the droplet and the substrate are found and quantified
and the underlying physics is discussed. Good agreement in the main features of the
maximum melting depth boundary between the present numerical results and published
experiments of other investigators for larger (mm-size) droplets was obtained, and a
complex mechanism was identified, showing the influence of the droplet fluid dynamics on
the substrate melting and re-solidification.@DOI: 10.1115/1.1391274#

Keywords: Droplet, Manufacturing, Microstructures, Phase Change, Surface Tension

Introduction
The fluid and heat flow phenomena occurring during the impact

of a molten droplet on a flat substrate of identical material that
initially melts due to the energy transfer from the droplet and then
resolidifies are complex. Droplet spreading is a free surface prob-
lem with large deformations in the presence of surface tension.
The associated transient heat transfer and solidification processes
involve convection in a deforming domain, complex fluid flow
exemplified by the multidimensional motion of the phase change
interface and the dynamics of the liquid phase, as well as conduc-
tion in the substrate@1,2#. In applications that will be discussed
subsequently, controlled substrate melting and resolidification are
desired for improved bonding purposes. This gives rise to addi-
tional interesting phenomena.

Understanding and optimizing the substratemeltingdue to the
heat released by the impacting molten droplet~a phenomenon
sometimes calledremelting in the literature, assuming implicitly
that the substrate is produced by previously solidified drops! is
important for novel manufacturing technologies like microcasting
@3# and net-form manufacturing@4#. These techniques aim at
building metallic parts of a typical size of the order of 1 to 100
millimeters by targeted deposition of drops on top of each other,
with a droplet size ranging from 100mm to a few millimeters.
Samples built with aluminum@4# or steel and copper@5# droplets
show promise for novel cast-free and versatile manufacturing pro-
cesses. The amount of remelting is a key parameter for these
processes: on the one hand, in case of insufficient remelting, the
quality of the material can suffer from a poor adhesion between
the drops; on the other hand, in case of too much remelting, the
shape of the material can be inaccurate, because a thin liquid layer
is formed and remains on the top of the substrate@4#.

Driven by the importance of these manufacturing technologies,
some aspects of the physics involved in the substrate melting

problem have been examined experimentally, analytically as well
as numerically. Experimental investigations of substrate melting
involving millimeter- and in particular micrometer-size droplets
are quite challenging, due to the very fast fluid flow and thermal
transients as well as the small length scales involved. In addition,
since the materials of interest are non-transparent metals, it has
been to the best of our knowledge not possible to date to investi-
gate experimentally neither the flow inside the deforming molten
region nor the phase change interface motion. Accordingly, ex-
perimental studies have been performed with rather larger
millimeter-size droplets, focusing on specific aspects like heat
transfer between the drop and the substrate@6#, shape of solidified
splats @7#, maximum substrate melting depth through cross-
sectioning and polishing@3,8#.

Up to now, all the theoretical studies on substrate melting have
either neglected or drastically simplified the fluid dynamics in the
droplet without accurate justification and in order to~understand-
ably! provide mathematical tractability. This is an approach that is
certainly an acceptable first step toward understanding a complex
problem.

Madejski @7# produced the first analytical model taking simul-
taneously strongly simplified fluid dynamics and solidification
into account~without substrate melting!. He assumed a simple
solution for the fluid dynamics~satisfying the continuity equa-
tion!, and introduced in an ad-hoc manner surface tension and
viscous effects through an energy balance between the initial and
final stages of the impact. He considered only conduction heat
transfer. Rangel and Bian@9# added substrate melting to Madejs-
ki’s approach and used a better analytical model for the fluid flow,
satisfying the shear-free condition at the free surface of the liquid.
They did not consider thermal contact resistance between the splat
and the substrate and neglected radial conduction in the thermal
energy equation.

Wang et al.@10# proposed operational maps for the melting of a
substrate suddenly brought in contact with a thin layer of solidi-
fied metal experiencing no motion, focusing therefore on the so-
lidification aspect of the problem. This situation could be compa-
rable to substrate melting caused by drop impact, assuming that
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the fluid dynamics time scale is much smaller than the solidifica-
tion time scales@11#, which can be justifiable but only for a cer-
tain range of initial conditions@7,12–14#. The model of Wang
et al. @10# simulates phase change under non-equilibrium condi-
tions, assuming a constant heat transfer coefficient between the
substrate and the splat before, during and after substrate melting
~this coefficient accounts for the imperfect heat transfer between
both the drop and the substrate and was studied extensively in
@6#!. Wang et al.@10# produced substrate melting maps identifying
whether substrate melting occurs, and quantified the melting depth
as a function of the superheat parameter SHP and the Biot number
Bi for a given pair of materials.

At least two publications have reported comparisons between
simulations and experiments, in which the substrate melting depth
was evidenced by cross-sections. First, Kang et al.@8# studied the
impact of a 3 mm droplet on top of a previously solidified one, at
a velocity of 2.1 m/s. Their one-dimensional solidification model
~with two-dimensional substrate conduction! was shown to pro-
vide a reasonable agreement with experiments with eutectic tin-
lead solder, at least in the region near the center of symmetry.
Observing that the occurrence of substrate melting depended on
the radial location, they concluded that consideration of the radial
heat conduction in the splat was important for a better modeling
of substrate melting. Second, Zarzalejo et al.@3# performed ex-
periments and calculations for steel droplets on steel, and con-
cluded that convection heat transfer cannot be neglected for mod-
eling the substrate melting, even in the case of large droplets.

The aim of the model presented in this paper is to take into
account accurately the complex fluid flow phenomena of the sub-
strate melting problem, in order to examine qualitatively and
quantitatively their importance on the substrate melting phenom-
enon, particularly by considering the associated convection and
free-surface driven flow. The starting point of this study is a
model for droplet impact involving the full Navier–Stokes equa-
tions with free surface modeling, convective heat transfer and
solidification~@15# and references therein!. In this paper the model
is extended to account for substrate melting and resolidification,
with consideration of the interfacial contact resistance and the
mixing of substrate and droplet masses. In addition, a more effi-
cient grid generation algorithm is utilised. Detailed results are
presented for the impact of microdroplets~O(100)mm diameter!
of eutectic tin-lead solder on a substrate of the same material, for
they relate directly to net shape manufacturing byprinting of liq-
uid metal microdroplets. This technology constitutes a focal point
of our research activities@15–18#. Numerical results are compared
to existing experiments of other investigators with larger steel
droplets@3#.

Numerical Model

Fluid Dynamics. A mathematical model is formulated to
simulate the impact of an initially spherical molten droplet on a
flat substrate beginning at the instant of contact. It is based on the
Navier–Stokes equations applied to an axisymmetric coordinate
system shown in Fig. 1, whereR,Z, andu are the radial, axial and
azimuthal dimensionless coordinates. Constant thermophysical
properties are assumed for the fluid. Property variations are not
important in our parametric domain. In addition, the utilization of
constant properties allows the generalization of the results. The
exact variation of the viscosity when the temperature approaches
the melting point is not known, but is a local phenomenon at the
freezing front and is not expected to affect the flow results, which
are driven by the free surface and impact velocities. The govern-
ing equations are written using a Lagrangian approach@19,20#,
allowing an accurate tracking of the free surface. Nondimension-
alization is performed with respect to the droplet initial diameter
d0 , the impact velocityv0 , the liquid densityr l , and the initial
pressure in the dropp0 . As described in@15#, the dimensionless
forms of the mass conservation equation and theR- and
Z-momentum equations are
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whereM and Fr denote the Mach and Froude numbers, respec-
tively. The stress componentss̄ i j have the usual definition for
axisymmetric modeling@21# and have been cast in dimensionless
form @15#. The Lagrangian velocities are given by
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The initial and boundary conditions have the following form:

U50, V521, P5
4

We
; t50 (6)

U50,
]V

]R
50; R50 (7)

U5V50, phase change surface (8)
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nR , free surface (9)
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H̄
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nZ , free surface, (10)

wherenR andnZ are the radial and axial components of the out-
ward unit normal to the surface~see Fig. 1!, andH̄ the dimen-
sionless mean curvature of the free surface. Due to lack of experi-
mental data on dynamic wetting, the wetting force at the dynamic
contact angle is neglected through this analysis. This assumption
is clearly justified when the impact pressure gradient in the radial

Fig. 1 Schematic of the problem of interest showing axisym-
metric droplet coordinate definition and melted domain
„dashed line…

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1111

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



direction is high, as well as in substrate melting cases where so-
lidification occurs at the wetting line, as will be shown later. In
general, one is justified to neglect wetting if the value of the
Weber number based on the contact line velocity is greater that
O~1! @1,2#. The dimensionless numbers for the fluid dynamics are
defined as follows:

Reynolds number Re5
r lv0d0

m
(11)

Weber number We5
r ld0v0

2

s
(12)

Froude number Fr5
v0

2

d0g
(13)

Heat Transfer and Phase Change. The energy equation for
the droplet and substrate is also cast in Lagrangian form. The
dimensionless form of this equation is:
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The non-dimensionalization of the heat transfer equation was car-
ried out according to the following definitions of the dimension-
less numbers:
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. (15)

The indexi 51, 2, or 3 stands for the droplet, the substrate and the
interface, respectively, as shown in Fig. 2. Initial conditions are

Q1~R,Z,0!51, Q2~R,Z,0!50, Q3~R,Z,0!50, t50.
(16)

Radiation heat transfer is neglected from all surfaces, and the
substrate is assumed to be large enough so that the natural bound-
ary condition~no normal heat flux!applies along the entire bound-
ary of the computational domain. Accounting for radiation and
convection between the droplet and the ambient gas has no effect
on the results as shown in a previous investigation@15#. For all
practical purposes, the cooling occurs through convection in the
bulk fluid and conduction to the substrate.

The phase change is modeled according to the exact specific
heat method@15,22#, where the effect of latent heat release is
introduced in the computation by a local increase of the heat ca-
pacities. This approach leads to the exact integration of the ca-
pacitance terms in the finite element formulation with linear tri-
angular elements, and has shown very accurate energy
conservation capabilities@15#. It is assumed that the phase change
occurs through a sharp boundary, at equilibrium temperature, and
that the densities of the solid and liquid material are the same in
the fluid dynamics calculation. The Stefan number and superheat
parameter SHP are defined as follows:

Ste5
cpl~TM2T2,0!

hls
(17)

SHP5
T1,02TM

TM2T2,0
(18)

Marangoni convection was not accounted for in the model. This is
justified since~a! the variation of the surface tension is not ex-
pected to be significant due to the fact that the initial droplet
temperature is not much higher than the melting temperature,~b!
we are dealing with a liquid metal of high thermal conductivity
that does not sustain large temperature gradients, and~c! upon
solidification and due to the release of the significant latent heat of
fusion the liquid is almost isothermal as shown in previous inves-
tigations @15#. Finally, species transport~by diffusion, for ex-
ample!across the freezing front of the eutectic solder has been
neglected, because of the high speed of this front; the velocity of
the freezing front can be up toO(1 m/s).

Contact Resistance. During the spreading of a droplet on a
surface, the heat transfer at the interface is reduced~due, for ex-
ample, to roughness, air entrapment or surface oxidation@6#!. This
is particularly true before substrate melting and the ensuing merg-
ing of the two bodies. Due to lack of experimental data on the
transient contact resistance to be inputed to numerical models, this
interfacial resistance to heat transfer has been handled macro-
scopically and empirically by introducing a tunable contact heat
transfer coefficient between the drop and the substrate@6#, or by
inserting a thin interface of massless elements between the droplet
and the substrate with a lower and tunable thermal conductivity
@15#. In our model, the latter approach has been used as a starting
point, and extended in order to allow the heat transfer and fluid
computation to be performed during the substrate melting phase in
the entire molten domain. To this end, we have added mass to the
elements of the thermal interface mentioned above. A low and
tunable conductivity was assigned to the elements of the interface.
This dimensionless interfacial conductivityK3 (K35k3kl

21) is re-
lated through the contact Biot number (Bi5h3kl

21d0) to the in-
terfacial heat transfer coefficienth3 by the equation

K35BiL3 , (19)

whereL3 is the dimensionless interface thickness (L35 l 3d0
21).

Our results will be expressed in terms of the contact Biot number,
which is the relevant dimensionless number for interfacial con-
ductance~inverse resistance!. To account for the practical disap-
pearance of the contact thermal resistance at a droplet/substrate
interface region in which substrate melting occurs, the local con-

Fig. 2 Details of a typical mesh used. The first layer of the
substrate has a dimensionless thickness of 0.01 and its con-
ductivity can be tuned for simulating interfacial resistance to
heat transfer. The droplet, substrate and interface domain are
indicated by the symbols 1, 2, and 3.
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ductivity of an interface element is increased to the standard con-
ductivity value of the substrate/splat material considered, when all
the nodes of this element are above the melting temperature.

Mixing. During the substrate melting process, the melted sub-
strate material participates to the fluid dynamics, which induces a
mixing of the droplet and substrate material. In order to study the
evolution of this mixing which can be important to the bonding
quality, a mixing indicatorf is introduced. This indicator takes
the values of 1 for splat material, and 0 for substrate material or
interface material. In the absence of a chemical potential driving
material diffusion between the substrate and the droplet material,
the mixing equation in a Lagrangian framework is expressed as
follows:

]f

]t
50, (20)

with the initial condition

t50: f~R,Z,0!51,Z.1, f~R,Z,0!50,Z<1. (21)

In the presence of a laminar flow exhibiting no chaotic mixing,
which is the case in this paper, the interface between the two
bodies remains sharp. The tracking of this interface is performed
by setting a specific value~f50.5 in the case!to every droplet
node that comes in contact with the droplet/substrate interface.
Tracking this specific contour value off50.5 yields the location
of the boundary between droplet and the substrate material in
time.

Numerical Simulation Procedure
The computational domain was discretized with a mesh of tri-

angular linear elements, and the numerical model was solved us-
ing a Galerkin Finite Element Method. A Crank-Nicholson
scheme was used for the temporal integration of the energy and
mass transfer equation. The fluid particle location and the energy
conservation equations were coupled on the basis of a method
proposed by Bach and Hassager@19#. The accuracy and capability
of the methodology in dealing with the fluid dynamical complexi-
ties of the free surface of a droplet hitting a surface is amply
demonstrated in Refs.@15#, @18#, @20#, @30#, @31#.

The following summarizes a single time step of computation:

1 Identify the liquid domain: only the elements where at least
one node temperature is higher than the melting temperature are
considered for the fluid dynamics calculation.

2 Impose the fluid dynamics boundary conditions~Eqs. 6 to
10!.

3 Given an initial configuration of fluid particles and flow vari-
ables, calculate the new nodal location by numerical integration of
~Eqs. 4 and 5!. The velocities at timet are used as initial ‘guesses’
for velocities at timet1Dt.

4 Based on the current nodal locations, calculate velocity and
pressure fields att1Dt by solving the discrete forms of the mass
conservation and momentum equations~Eqs. 1 to 3!.

5 Update the nodal locations by numerical integration of~Eqs.
4 and 5!after inserting the velocities at time stept andt1Dt.

6 Iterate steps~3! and ~4! until convergence is reached for the
time step. Convergence is assumed when the maximum difference
for each fluid particle flow variable was less than 0.1 percent from
one iteration to the next.

7 Given the temperature field at timet, solve the energy equa-
tion ~Eq. 14!to obtain the overall temperature field at timet1Dt
in the whole computational domain.

8 Given the mixing field at timet, solve the mixing equation
~Eq. 20! in the entire computational domain to obtain the mixing
field at timet1Dt.

Remeshing was performed every time that the element distor-
tion attained a critical value. The element distortion is defined as
the ratio of the radius of a circle passing through the three points

defining an element, and the radius of a circle that circumscribes
an equilateral triangle that has the same area as the element under
consideration. The mesh generation was performed with a state of
the art, optimized and commercially available mesh generator
~Hypermesh, Altair Eng. Inc.!, which has proven to be markedly
more robust than the meshing generation process used in previous
simulations without substrate melting@15#. Hypermesh was used
in batch mode@23# since a typical run involved about sixty com-
plete remeshing operations. After a new mesh was created, the
solution variables were mapped to the new nodes via interpolation
of the old mesh. The temperature and mixing variables of the
nodes near the mixing front and the phase change front were
adjusted after each remeshing in order to conserve accurately the
shape of the mixing and phase boundaries, respectively. A detailed
study has been performed to determine the temporal and spatial
resolution necessary to obtain time step and grid independence,
the main results of which are presented in the next section. A
typical run required 22 CPU hours to complete on a PC with a 500
MHz Pentium III Processor.

Results and Discussion

Baseline Case and Parametric Variations. The main goal of
the runs performed is the investigation of substrate melting in the
case of molten microdroplet impact of eutectic Pb-Sn solder, as
described in the introduction. In addition to featuring a sharp
melting interface, this material has a relatively low melting point
that will facilitate future experiments, and it is the material of
choice in electronics soldering applications where larger solder
amounts are deposited in one location by pileup or combination of
a desired number of microdroplets@17,24,25#. A first series of
runs was performed in order to investigate the sensitivity of sub-
strate melting to the thermal parameters~SHP, Bi!. The baseline
case corresponds to the impact at 1.5 m s21 of an 80-micron
diameter solder droplet at a temperature of 210°C on a solder
substrate at a temperature of 182°C~1K below the equilibrium
melting temperature!. These conditions are typical in solder jetting
applications@15,25#. The interfacial heat transfer coefficient was
set to the relatively high value of 107 Wm22K21. The thicknessl 3
of the heat transfer interface was one percent of the drop diameter,
i.e., 0.8 microns. The choice of an initial substrate temperature
near the melting point corresponds also to conditions encountered
in actual applications of micromanufacturing@4#, where the fre-
quency of droplet deposition is high in order to minimize the
manufacturing time. These values were nondimensionalized ac-
cording to the following thermophysical properties for Pb-Sn eu-
tectic solder:s50.345 Jm22, m50.00262 Pas,r l58218 kgm23,
rs58420 kgm23, cpl5238 J kg21 K21, cps5176 J kg21 K21, kl

525 Wm21K21, kS548 Wm21K21, hls542000 J/kg, andTM
5183°C. The thermal dimensionless groups, i.e., superheat pa-
rameter SHP, Stefan and the Biot numbers, assume respectively
the values 9.6431021, 5.731023 and 32. The Weber and Rey-
nolds numbers are 4.3 and 376, respectively.

The substrate is flat with radial and axial dimensions eight
times larger than the diameter of the droplet, in order to simulate
the impact on a substrate much larger than the droplet. The chosen
criterion for determining the substrate size was that the system
constituted by the droplet and substrate exhibit after heat transfer
and solidification a mean temperature increase smaller than 10
percent of the difference between the initial substrate temperature
T2,0 and the melting temperatureTM . Around the baseline case,
T2,0, h3 , andv0 have been varied individually in order to inves-
tigate the importance on the substrate melting of SHP~0.9, 0.931,
and 0.9643!, Bi ~0.032, 0.32, 3.2, 32, and`! and impact velocity
~1 – 2 ms21), respectively. In order to compare the numerical re-
sults with existing experiments for larger droplets@3#—none
could be found for microdroplets—a simulation of substrate melt-
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ing with mm-size steel droplets has been performed and the re-
sults of the comparison as well as interesting related findings will
also be reported later in this paper.

Mesh Size and Time Step Independence.A fact of central
importance to every numerical solution is the independence of the
reported results on the grid size and time step. In this subsection
we discuss the independence of the present results for droplet
impact fluid dynamics as well as substrate melting on the temporal
and spatial discretization. Our baseline case, described earlier, was
selected for it is a demanding case featuring a large amount of
substrate melting and large temperature gradients in the presence
of which energy must be conserved.

Figure 2 shows a detail of the mesh used for the baseline case,
as well as a detail of the interface elements. It has a typical num-
ber of 2654 nodes and 5113 elements, with 664 nodes and 1234
elements in the droplet. In order to limit the thermal energy losses
by numerical diffusion and to keep the calculation time reason-
able, the region of the mesh shown in Fig. 2~where the largest
temperature gradients appear! was meshed with a high and con-
stant density of elements, while the mesh outside the shown re-
gion was gradually coarser. This ‘‘baseline’’ mesh was compared
to a coarser and a finer mesh. The coarser mesh has a lower
density of elements in the region of high temperature gradients. It
has 2076 nodes and 3978 elements, with 503 nodes and 924 ele-
ments in the droplet. The finer mesh has a higher density in the
region of high temperature gradients, and this fine mesh region
was also extended axially and radially from respectively21 to
22, and 1 to 2. The finer mesh has about four times the number of
elements of the baseline mesh~9905 nodes and 19517 elements,
with 913 nodes and 1717 elements in the droplet!. We use for the
baseline case a time step ofdt5531024, as used for simulations
of a comparable problem without substrate melting considerations
@15#. Results with this time step were compared to results with
one smaller (dt52.531024) and one larger (t51.031023) time
step in order to test the effect of the temporal discretization.

Figure 3~a!shows the effects of the temporal and spatial dis-
cretization on the fluid dynamics, exemplified by the evolution of
ZC , the Z-axis contact point with the free surface of the droplet,
as a function of time. A marked and undesirable phase lag in the
position ofZC appears in the simulation with the larger time step
(dt51.031023), while the four other simulations show a good
agreement. Figure 3~b! shows the temporal evolution of the
melted volumeVM ~defined in the next section!. It appears that the
simulation with the small time step (dt52.531024) is not ad-
equate for predicting the remelted volume near its maximum. This
result is likely due to the accumulation of numerical inaccuracies
and round off errors during the larger number of calculation steps,
leading to thermal energy losses. The simulation with a coarse
mesh also underestimates the amount of substrate melting. We
conclude from both investigations that only two configurations are
suitable for the calculation, namely the baseline case~dt55
31024, baseline mesh!and the fine mesh case~dt5531024,
fine mesh!. Since a run with the baseline case takes about 22
hours on a Windows NT 500 MHz Pentium III workstation, a run
with the fine mesh case, more than 100 hours on the same ma-
chine, the baseline case is chosen for our calculations, after veri-
fying that the total amount of thermal energy losses at the end of
the computation were acceptable~within 4 percent to 5 percent!.

The slight stair-stepping characteristic visible in the numerical
accuracy curves of the melted volume in Fig. 3~b! stems from the
fact that in the early stages of the spreading, where most of the
substrate melting occurs, the contact area between the splat and

the substrate increases by successive ‘‘attachment’’ of free surface
nodes to the substrate as the droplet spreads. This induces an
instantaneously sudden increase of the contact heat transfer area
between drop and substrate and causes the above mentioned slight
stair-stepping characteristic.

General Description of the Substrate Melting Process. Fig-
ure 4 shows the droplet shape and phase change boundary~sepa-

Fig. 3 „a… Temporal evolution of the Z-axis contact point for
the baseline case, for different temporal and spatial discretiza-
tions; and „b… temporal evolution of the melted volume VM for
the baseline case, for different temporal and spatial discretiza-
tions.
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rating the liquid and solid phases! at successive instants of the
substrate melting process, for the baseline case. One observes that
substrate melting occurs already in the early stages of the spread-
ing ~t50.05! and that the melting process extends in the radial

direction simultaneously with the droplet. No effects of interfacial
contact resistance are visible, which would delay the melting with
respect to the spreading advance. During the spreading of the
droplet, a maximum substrate melting depth of about 10 percent
of the initial droplet diameter is attained along theZ-axis, at the
time t50.05. The simultaneous spreading and melting indicate
that in the parametric domain of interest of the present study the
time scales of the fluid dynamics and the substrate melting phe-
nomenon are of the same order, and that any model uncoupling
the fluid dynamic calculation from the heat transfer and solidifi-
cation process would probably oversimplify the problem. Also,
the motion and shape of the phase change boundary, crossing the
R-axis at time 1.0 shows the highly two-dimensional aspects of
the substrate melting and re-solidification phenomenon. For
t.1.0, the phase front progresses upward and the coupling be-
tween freezing and oscillations produces ripples on the splat sur-
face, a mechanism found and explained in the numerical work of
Waldvogel and Poulikakos@15# and verified experimentally by
Attinger et al.@16#. Before closing this section, it is worth noting
that the areas of the cross-sections in Fig. 4 at different times
appear to be unequal~for example, the area at time 0.8 is smaller
than the area at time 2.0!. However, it is incorrect to conclude
from this fact that mass is not conserved. Our model is axisym-
metric and not two-dimensional Cartesian. As a matter of fact, the
volume at time 0.8 is practically identical to the volume at time
2.0. We have calculated that the volume of the system is con-
served within60.3 percent.

Quantitative Characterization of Substrate Melting. In or-
der to discuss features of the substrate melting phenomenon, we
quantify this melting in terms of the dimensionless melted volume
VM , defined as the amount of liquid material below theZ50
boundary. This parameter has been preferred to the dimensionless
volume of liquid in the entire computational domainV1 , for the
following reason: a value ofVM larger than zero means unequivo-
cally that some substrate material has melted while a value ofV1
lower than unity does not mean that all the material below theZ
50 line has solidified, since our results show~Fig. 4,t51.0! that
solidification can start at the periphery of the droplet while the
zone near theZ-axis still experiences a significant amount of melt-
ing. It is also worth noting that we write ‘‘material below theZ
50 boundary’’, rather than ‘‘substrate material’’, since there is a
significant mixing between the droplet and the substrate material,
as will be shown in the next section.

Figure 5 shows the temporal evolution ofVM for three values of
superheat~SHP!. As expected and shown in previous studies@10#,
the maximum melted volume increases with SHP. It also appears
that the time when this maximum is reached increases with SHP,
which can be explained by the fact that the substrate melting
depth increases with the SHP, the thermal diffusivity being the
same for the three cases. The time for reaching the maximum
substrate melting is smaller than the time between the maximum
substrate melting and the instant where the entire material below
Z50 is solid. This is different from the symmetry of the amount
of substrate melting versus time curves presented in previous one-
dimensional simulations by Wang et al.@10#.

The strong influence of the impact velocityv0 on the amount of
melted volume is shown in Fig. 6. The velocities ranging from 1
to 2 ms21 correspond to Reynolds and Weber numbers in the
interval ~250.6; 501.3!, respectively~1.903; 7.61!. All the other
parameters have been kept constant as in the baseline case. The
amount of substrate melting increases clearly with the impact ve-
locity: doublingv0 increases the amount of substrate melting by
about 60 percent. This is a clear sign of the important role of the
fluid dynamics on the substrate melting process. Considering the
complex flow pattern in the droplet~to be discussed later in this
section!, it appears that this can only be studied accurately with a
modeling involving consideration of the complex fluid dynamics
and free surface dynamics of droplet impact. Similarly with Fig.

Fig. 4 Droplet shape and phase change location as a function
of the dimensionless time for the baseline case
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5, it appears also that the time where the maximum substrate
melting is reached increases with the melted volume.

The influence of the interfacial heat transfer, indicated by the
Biot number, on the amount of substrate meltingVM is shown in
Fig. 7. It appears that the substrate remelts in a comparable way
for every Biot number larger than a threshold value~Bi50.32!.
This is related to the feature of the interfacial heat transfer model

used in this study, where a low and specific heat transfer conduc-
tivity at the interface is only assumed as long as no melting has
occurred. Any simulation with a Biot number markedly larger
than a threshold value, with the melting boundary advancing si-
multaneously with the contact line~as in Fig. 4!, will therefore
show qualitatively similar behavior. At the threshold value~Bi
50.32!, the initiation of substrate melting is delayed somewhat
compared to cases with markedly higher values of Bi, which can
be explained by the fact that the interface layer resists a longer
time ~up to aboutt50.25!before melting. It is interesting to note
that the maximum amount of substrate melting at this threshold
Biot number value is comparable to the maximum amount of sub-
strate melting at larger Biot numbers.

When the Biot number is lowered by an order of magnitude
again~Bi50.032!,VM exhibits much lower values and assumes a
different shape, signifying that the substrate melting is confined to
the interfacial layer, whose low thermal conductivity value is con-
served through the entire process~no substrate melting takes place
below the interfacial layer!. It is worth noting that Kang et al.@8#
have shown that assuming an interfacial contact heat transfer co-
efficient h3 of 106 Wm22K21 provided a reasonable agreement
between a model of one-dimensional freezing/melting in the drop-
let combined with two-dimensional conduction in the substrate,
and experiments with mm-size eutectic tin-lead solder droplets,
but only in the region near the center of symmetry where the
one-dimensional hypothesis is more likely to be valid. Assuming
the same contact heat transfer coefficient for the microdroplet
considered here would mean a Biot number of 3.2, larger than the
threshold Biot number mentioned above. In this case, the behavior
is expected to be similar to that of an infinite Biot number~no
contact resistance!.

Key aspects of the above effects are summarized in a substrate
melting ‘‘design’’ graph, shown in Fig. 8. This graph shows the
influence of the impact velocity and the superheat parameter SHP
on the melted volume of substrate materialVM , assuming an
infinite Biot number according to the above discussion. A series of
25 simulations has been performed~5 values of SHP and 5 values
of Re!, corresponding to the legend and the labeling of theX-axis.
Figure 8 shows first a dependence of the melted volume on the

Fig. 5 Temporal evolution of the melted volume VM for differ-
ent values of the superheat parameter SHP, corresponding to
initial substrate temperatures of 180, 181, and 182°C

Fig. 6 Temporal evolution of the melted volume VM for differ-
ent values of the impact velocities. The velocities ranging from
1 to 2 m s À1 correspond to Reynolds and Weber numbers in the
interval „250.6; 501.3…, respectively „1.9;7.61….

Fig. 7 Temporal evolution of the melted volume VM for differ-
ent values of the Biot number. The case with an infinite Biot
number is the case without thermal contact resistance between
the splat and the substrate, and the four subsequent cases cor-
respond to interfacial heat transfer coefficient values of 10 7,
106, 105, and 104 WmÀ2 KÀ1.
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SHP ~compare with Fig. 5!, which allows controllingVM in the
range of one to more than ten percent in both cases. The general
increase of the amount of substrate melting with the impact ve-
locity demonstrates the importance of the fluid dynamics in par-
ticular for high superheat values. More details about the coupling
between the fluid dynamics and the heat transfer are provided in
the next section.

Considerations of the Mixing Between Droplet and Sub-
strate. Mixing between the droplet and the substrate material
has never been considered in substrate melting treatment up to
now ~to the best of our knowledge!. Investigation of this phenom-
enon requires the consideration of the complex fluid dynamics in
the entire time-dependent molten domain. All existing substrate
melting studies that we are aware of either assume that the re-
melted substrate material does not experience any marked motion,
or do not investigate the details of the motion for simplicity. The
present study shows a significant and complex mixing process
between the droplet and substrate material.

Figure 9 provides an insight into the mechanisms governing the
mixing, identifying the time history of the boundary between the
substrate and droplet material. Contrary to the phase change~see
Fig. 4!, the mixing is relatively moderate during the first phase of
the spreading~t,0.8!, while a more significant amount of mate-
rial is exchanged during the subsequent recoiling phase~0.8 to
2.0!. The freezing process then arrests the final shape of above-
mentioned boundary. The shape of the interface between substrate
and droplet material shows that substrate material has been trans-
ported in the droplet in regions near theZ-axis (R,0.2) and that
droplet material has been transported in the substrate in peripheral
region (R>0.2). Two mechanisms have been identified that con-
tribute to this mixing process. First, during the spreading and si-
multaneous substrate melting, a donut-shaped shear-induced vor-
tex is created in the melted substrate material by the radially
moving droplet fluid. The corresponding streamlines are shown in
detail~a! of Fig. 9. This vortex is important to the material mixing
since it lifts up substrate material from the substrate in the droplet.
The mixing is albeit weak since the large radial pressure gradient
that drives the droplet flow along the substrate reduces the vertical
spreading of the vortex. When recoiling occurs, the vortex breaks
down, giving place to an upward flow pattern~detail~b! in Fig. 9!,
which causes most of the mixing. Obviously, the above de-

scribed complex substrate melting phenomenon caused by the im-
pact of a warm microdroplet differs markedly from the simple
‘‘first-level’’ representation of a an amount of hot material sud-
denly placed in contact with a substrate that melts without exhib-
iting any significant internal fluid dynamics@3,8–10#. Such mix-
ing considerations are important for modeling the interfacial heat
transfer coefficient at the interface between the substrate and the
drop. We have shown that the initial interface atZ50 is displaced
and distorted during remelting. It is also worth mentioning that
tracking of this mixing can be important in the case of heteroge-
neous substrate melting~the drop and the substrate are of dissimi-
lar materials!, not treated in the present study. In this case, the
mixing fractions of both materials need to be determined over the
entire computational domain in order to modify the thermal and
fluid properties accordingly.

Comparison With Experiments for Larger Droplets. In
substrate melting induced by microdroplets, the above study has
shown that the complex coupling between fluid dynamics and heat
transfer needs to be considered in its entirety, as exemplified by
the dependence of the amount of substrate melting on the initial
impact velocity and superheat, or by the mixing process.

Is the consideration of this coupling also important in case of
substrate melting involving larger, mm size droplets? Or is it pos-
sible to uncouple the fluid dynamics from the heat transfer, with
the assumption that the fluid dynamics occurs first, and only then
heat transfer to the substrate? This widely used assumption@7,12–
14,26#has been adopted to some extent in the work of Zarzalejo
et al. @3#, one of the more complete conduction-based models,
where these authors compare numerical modeling with substrate
melting experiments. Their findings are shown in Fig. 10~a-b!,
which is transferred here from the above-mentioned paper to il-
lustrate the discussion. They simulated the experimental shape of
the maximum depth of the phase change boundary~the darker line
separating the portion of substrate material that has melted from
that which has not!with a numerical model where the calculation
domain experienced no deformation and no fluid dynamics, the
droplet shape being identical to the final solidified shape of an
experiment during the entire conduction computation. They ob-
tained a relatively good agreement between experiments and
simulation ~at least for the substrate melting depth along the
Z-axis!, but this agreement was only reached after increasing in an
ad-hoc manner—by a factor five—the thermal conductivity in
their diffusion heat transfer model, in order to account for convec-
tion. In other words the splat thermal conductivity was selected as
the one that gives good agreement with the experiments. While
this approach can be deemed as reasonable for rough estimates, in
case where no fluid dynamics modeling is performed, it has
clearly no predictive power, since convection is accounted for
a-posteriori and in terms of an estimate that yields some agree-
ment with previously performed experiments.

Our work suggests that considering the complex coupling be-
tween fluid dynamics and heat transfer in a complete sense can be
fruitful. The case reported in@3# is the impact of a 3.5 mm stain-
less steel~they have used the properties for SS308 in their numeri-
cal model!droplet at 2500°C on a flat homogeneous substrate at
35°C, with an impact velocity of the order of 1 m/s. We have
performed several numerical simulations with our code to repro-
duce this case. The best agreement was obtained with the follow-
ing values for the thermophysical properties of SS308@27–29#:
s51.0 Jm22, m50.005 Pas,r l57000 kgm23, rs57665 kgm23,
hls5273000 J/kg,cpl5810 J kg21 K21, cps5576 J kg21 K21, kl

528.4 Wm21 K21, ks523 Wm21 K21, and TM51445°C. One
should keep in mind that there are variations in the values of these
properties reported in the literature~@29# and references therein!.
These properties and the initial conditions given in@3# lead to the
following dimensionless numbers: Re55.883103, We527.13, Fr

Fig. 8 Maximum melted volume VM as a function of the impact
velocity for five different superheat parameter SHP in case of
an infinite Biot number
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541.93, Pr50.14, Ste54.21, and SHP50.43. We assumed an in-
finite Biot number, in accordance with our results described in
Fig. 7.

Results of our simulation can explain experimental findings

such as the formation of the shoulders on the maximum depth of
the phase change boundary circled in Fig. 10~a!, impossible to
explain or reproduce with diffusion models~neglecting careful
modeling of convection!. Figure 10~c,d!show the phase change

Fig. 9 Droplet shape and interface between the drop and substrate material as a function of the dimensionless time for
the baseline case. Details „a… and „b… show the instantaneous flow pathlines corresponding to tÄ0.4 and 1.0.
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boundary obtained with the present simulations at characteristic
times. Figure 10~c!, drawn at the same scale as that of Fig.
10~a,b!, contains the phase change boundary at many such char-
acteristic times. The bottom of the phase change boundary enve-
lope formed by the superposition of these interfaces corresponds
to the maximum depth of the phase change boundary and has a
shape comparable to the experimental maximum depth phase
change boundary in Fig. 10~a!, with two clearly visible shoulders.
An explanation of the shoulder formation is provided in Fig.
10~d!, where the instantaneous shape of the phase change bound-
ary is plotted for 5 times ranging from before the termination of
the spreading~t51.3 is the time of the maximum radial extension
of the free surface!to well into the recoiling phase. If the phase
change boundary propagates downwards in the early times~from

t50.9 to 1.5!, its evolution afterwards resembles a wave, with a
nodal point at the locationR50.2. As a result of this wavy mo-
tion, a shoulder is formed. The physics explaining this phenom-
enon is related to the complex coupling between the motion of the
free surface and convection heat transfer.

Figure 11 shows the free surface, the velocity field and the
streamlines corresponding to Figure 10~c-d! for a host of repre-
sentative times. A mass accumulation ring is formed at the splat
periphery of the droplet~also observed in several earlier investi-
gations of droplet impact@30,31#!. There, the spreading is arrested
by solidification at the contact line~t50.6!. The existence of this
mass accumulation ring induces a local minimum of the height of
the free surface~point A!, and a vortex pair V1 and V2. Vortex V1
is created by the recirculation of the liquid entering and contained

Fig. 10 Experimental cross-section of a solidified 3.5 mm steel droplet on a steel substrate †3‡ compared with two numeri-
cal models, „b, conduction model of Zarzalejo et al., †3‡… and „c,d present study …. The horizontal line crossing figures „a, b,
and c… denotes the substrate surface. The maximum substrate melting location visible as a darker line in „a… is approxi-
mated by a heat-diffusion based model „b…, †3‡…, with a heat conductivity artificially increased for convection, and by the
numerical model developed in the present study „c,d…. Oscillations of the phase change front around approximately R
Ä0.2 explain the formation of the shoulders circled in the cross section „a…, since the envelope of the instantaneous phase
change fronts defines the maximum substrate melting location „c…. With permission from Springer-Verlag for frames „a… and
„b….
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in the ring. This flow is directed toward the free surface of the ring
and gradually initiates an inward motion of the ring free surface
reminiscent of the motion and swelling of a free surface wave
~times 0.9 and greater!. Vortex V2 is direct consequence of the
larger vortex V1, since the flow entering the mass accumulation
ring is first deflected slightly upwards by the shoulder shape of the
freezing front~0.4,R,0.8, t50.8! and entrains then the flow in
the zone where V2 is created.

The creation of V2 can be termed as a ‘‘backward facing step
effect’’ due to the shape of the freezing front, underpinning one
more time the importance of the fluid mechanics in the freezing
process. The creation of this step is a direct consequence of the
fact that when the contact line is arrested by freezing, the free
surface region above it keeps moving~bulging!outward due to its

own inertia~time50.6!. The resulting local downward motion of
the liquid in this region retards the solidification process and cre-
ates the step configuration which in turn facilitates the formation
and growth of vortex V2. During the recoiling phase~t51.2 to
2.6!, V2 breaks down and V3 is created because the ring motion
displaces V1 towards theZ-axis, engendering a dead zone be-
tween V1 and the frozen material under V1.

The formation of vortex V3 resembles that of a vortex on the
top surface of a forward facing step. Later during recoiling~t51.3
to 1.9!, the local minimum A moves toward theZ-axis and accel-
erates locally the fluid flow through the narrow channel beneath
A. This increases the corresponding convection heat transfer, in-
creasing correspondingly the melting rate below A. At the same
time, the liquid of the central part of the droplet keeps moving

Fig. 11 Droplet shape, instantaneous velocity distribution and flow pathlines corresponding to the simulation in Fig. 10 „c,d….
The dimensionless time is indicated, and the length of the horizontal arrow in the first frame corresponds to a dimensionless
velocity of 1.
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outward. However~t51.5! as it enters the mass accumulation
ring, it is now partially ‘‘blocked’’ by the abovementioned vortex
pair and it is forced to turn toward the free surface in the neigh-
borhood of the local minimum A. The resulting flow structure also
increases the melting rate below A.

The vortex pair V1 and V3 stretches with time and disappears
~time 1.9!. The valley flow region to the left and below the vortex
pair region develops into vortex V4 as the recoiling free surface
approaches the center of symmetry. This vortex grows further as
the recoiling proceeds with the majority of the liquid moving up-
ward ~t52.6!. This vortex increases again the convection heat
transfer near theZ-axis. The combination of these melting rate
increases~first due to the complex fluid motion under A around
times 1.5 and 1.9, then to the creation of V4! explains the forma-
tion of the shoulders found experimentally on the maximum sub-
strate melting depth and illustrates the complex coupling between
free surface motion, fluid dynamics, heat transfer and phase
change.

Conclusion
In this paper the main features and results of a numerical inves-

tigation of molten microdroplet impact and solidification on a
colder flat substrate that can melt are described. The melted vol-
ume has been determined and presented as a function of time for
various combinations of thermal and fluid dynamics parameters.
The influence of the interfacial heat transfer between the splat and
the substrate has been studied, and the existence of a threshold
Biot number for substrate melting modeling has been demon-
strated. A strong influence of the impact velocity on the amount of
substrate melting underpins the importance of the fluid dynamics
on the substrate melting phenomenon. Substrate melting maps
have been produced, where the amount of substrate melting is
expressed as a function of the impact velocity and the superheat
parameter SHP. Significant material mixing between the substrate
and splat has been identified and quantified and implications of
this mixing have been discussed. Good agreement between the
numerical results and experiments of previous investigators for
larger ~mm-size!droplets was obtained, and explanations for the
complex shape of the maximum melting depth boundary found in
these experiments were provided for the first time. In all, this
study demonstrates that the complex coupling between free sur-
face motion, fluid dynamics, material mixing and multidimen-
sional heat transfer is of central importance to the thorough un-
derstanding of the physics of substrate melting problems
involving droplet sizes in the rangeO(100 microns) toO(1 mm).
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Nomenclature

c 5 speed of sound~m s21!
d 5 diameter~m!
E 5 energy~J!

h3 5 interfacial heat transfer coefficient~Wm22K21!
hls 5 fusion enthalpy~J kg21!

H̄ 5 dimensionless free surface curvature (kd0)
l 3 5 thickness of the interface layer~m!

L3 5 dimensionless thickness of the interface layer (l 3d0
21)

M 5 Mach number (v0c21)
n 5 outward unit normal vector
P 5 dimensionless pressure (prL

21v0
22)

r 5 radial coordinate~m!
R 5 dimensionless radial coordinate (rd0

21)

u 5 radial velocity~m s21!
v 5 axial velocity ~m s21!
V 5 dimensionless axial velocity (vtd0

21)
U 5 dimensionless radial velocity (utd0

21)

Greek Symbols

D 5 difference
r 5 density~kg m23!
f 5 dimensionless mixing indicator
k 5 mean free surface curvature~m21!

Q i 5 dimensionless temperature ((Ti2T2,0)(T1,02T2,0)
21)

s̄ 5 dimensionless stress tensor term
t 5 dimensionless time (tv0d0

21)

Subscripts

0 5 initial
1 5 droplet
2 5 substrate
3 5 interface
l 5 liquid

M 5 melting point, melted
R 5 radial
s 5 solid
Z 5 axial
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Thermal-Fluid Phenomena
Induced by Nanosecond-Pulse
Heating of Materials in Water
Thermal-hydraulic phenomena adjacent to the liquid metal-water and solid material-
water interfaces induced by nanosecond pulsed Nd:YAG laser (wavelength: 532 nm,
FWHM: ;13 ns) heating with the fluence F of 5.03101;1.03103 mJ/cm2 were experi-
mentally investigated. By applying the high-speed photography with a frame speed up to
2.03107 f ps, the aspects of the bubble formation, shock wave generation and propaga-
tion were observed. The bubble formation on the heated material’s surface of about 80 nm
in diameter was detected in Si-water system from the time-resolved reflection (TRR) signal
by applying the pump and probe method.@DOI: 10.1115/1.1409264#
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1 Introduction
High-speed and high-powered heating of materials in water re-

sults in an explosive pressure generation as indicated by preceding
research@1–5#. In the process of pressure generation, complicated
factors in terms of thermal-hydraulic dynamics are involved as
follows; abrupt heat transfer in a very narrow region due to a
sharp temperature distribution, thermal expansion and phase
change of heated material and ambient material. Such problems
never raise in a process induced by relatively slow heating on the
order of milliseconds to hundreds of microseconds. The remark-
able evolution of laser technology enables us the rapid heating on
the order of nanoseconds or less with higher and more stable
power, which may lead higher impulsive pressure generation with
precise control of the intensity. It thus becomes important and
indispensable to obtain comprehensive knowledge of the thermal-
hydraulic dynamics in ultrafast heating. The details of the physical
processes caused by such a rapid heating, however, are not fully
understood because of the strong non-equilibrium of the thermo-
physical state as well as the rapidity of the phenomena.

Experimental and theoretical research concerning the short-
pulsed laser heating of solid materials in the air has been exten-
sively performed and has provided profitable results for the eluci-
dation of heat transfer in the heated materials and phase change
@6–12#. The short-pulsed laser heating of materials in liquids, on
the other hand, brings complexities into the induced processes
such as the heat transfer between the two contacting fluids and the
successive phase changes of both or volatile liquid, as well as the
solid material-laser light interaction. Former research has indi-
cated valuable knowledge concerning the rapid heating of materi-
als in liquids; Board et al.@13# and Duffey et al.@14# evaluated
the heat flux and vapor layer thickness induced by millisecond
laser pulse heating. As for nanosecond laser-pulse heating, the
optical measurement of nucleation and bubble growth were con-
ducted by Yavas et al.@15#. The temperature variation on the
heated surface was optically monitored by Park et al.@16# and the
generated pressure was measured by use of the photo-acoustic
probe-beam deflection by Park et al.@2#. Recently more precise
measurements of the bubbles formed on the thin metal surface
and the successive generated pressure were carried out by Yavas

et al. @5# by use of a surface-plasmon probe. It is noted that such
work was conducted with low energy input, resulting in a lower
superheated condition of the liquid. Little information has been
reported concerning the process induced by laser heating of ma-
terials in a liquid with higher energy input, which would bring
higher superheating of the liquid near the heated surface and more
explosive pressure generation. In addition, there exist few inves-
tigations about the rapid heating of liquid materials in an ambient
liquid, that is, rapid heating in liquid-liquid system. The vaporiza-
tion of the heated liquid material may contribute to the induced
phenomena due to its low boiling temperature and small latent
heat in that system. This paper concentrates upon the thermal-
hydraulic phenomena induced by higher energy input in the sys-
tems of two contacting materials, the liquid metal-water system
and the solid material-water system, which were detected with
applying the high-speed photography and the pump and probe
method.

2 Experiment
In this research two series of experiments concerning

nanosecond-pulse heating of materials as~i! liquid metal or mer-
cury, and~ii! solid material or silicon are carried out. Experimen-
tal apparatus is schematically shown in Fig. 1. The apparatus is
basically consisted of the same components for the both series. A
pulse of second harmonic Nd:YAG laser (lpump5532 nm) of 5
mm in diameter is employed as a heat source or ‘‘pump laser’’
with the fluenceF of 4.03101;1.43103 mJ/cm2. The pulse
width of the pump laser is approximately 13 ns in full width at
half maximum~FWHM!. Test material submerged in distilled wa-
ter of 20°C in a cubic tank with the inner size of 1003100
3100 mm3 is irradiated by a single pulse of the pump laser. A
quartz window of 1 mm in thickness is placed in the path of the
laser light. The direction of impingement of the pulse is perpen-
dicular to the material’s surface.

Aspects of induced phenomena are captured by a high-speed
electric image converter photographic system with a frame speed
of 40,000 to 20,000,000 fps. With this apparatus, eight-successive
image frames are obtained in a single run. The event through the
object lens is changed into electron beam on the photo-cathode.
The beam irradiates the Polaroid film. The capturing of images is
controlled by four couples of the electric plates; shuttering, aper-
ture, compensating and shift plates. When the camera is triggered,
two sinusoidal waves withp out of the phase are imposed upon
the shutter and compensating plates. The wave upon the shutter
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plates controls the frame speed and the aperture period, and an-
other one upon the compensating plates does the vertical position
of the images on the film. Two successive images up and down on
the film are captured during a single period of the sine wave. The
step wave upon the shift plates, which is synchronized with the
sinusoidal wave, slides the next pair of images horizontally.

Generated pressure is detected by PVDF pressure transducer
with the sensitivity of 14.8 mV/MPa~rise time,50 ns!at about 9
mm apart from the heating spot on the material surface. The de-
scription of the transducer is omitted in Fig. 1. The transducer is
confirmed in advance to detect the generated pressure wave itself
first and not to be influenced by the reflected pressure waves by
the tank wall or by the quartz window. In order to estimate the
pressure decay in propagation, the distance between the pressure
transducer and the heated spot is varied. The detail description is
conducted in the following section.

In the series of mercury heating, the experiments are carried out
in an open tank as well as the closed one. The mercury thickness
is varied from 5 mm to 20 mm in order to evaluate the thickness
effect for the pressure generation and mercury surface behavior.
Water layer thickness is fixed as 50 mm, which is assessed in a
preliminary test to have little influence of the water surface be-
havior upon the fluid motion adjacent to Hg-water interface. This
water-thickness effect on the mercury surface behavior was dis-
cussed by Ueno et al.@3#. The water temperature is fixed at 20°C
and the water is put into the tank just before the laser impinge-
ment. It is confirmed that as the water temperature increases the
water layer absorbs the passing laser light and thus the intensity of
induced pressure decreases remarkably, because the solubility of
mercury increases at higher water temperature.

In the series of silicon heating, on the other hand, the ‘‘pump
and probe method’’ is employed as well as the high-speed photog-
raphy. Thep-polarized continuous He-Ne laser light with a differ-
ent wave length from the pump laser (lprobe5632.8 nm) is em-
ployed as a ‘‘probe laser.’’ The probe laser of almost 1 mm in
diameter irradiates the center of the heated area by the pump laser
at an fixed angle of incidence of about 10 deg, at which the re-
flectivity is almost the same as that at the perpendicular incident
angle@15#. The intensity of the probe laser is weak enough com-
pared with that of the pump laser, so that the influence of the
probe-laser irradiation upon the induced phenomena is completely
negligible. Time-resolved reflectance~TRR! signal of the probe
laser is detected by a fast photo detector at a fixed angle. The
detector is composed by Si PIN photo diodes~rise time,1 ns!. In
measuring the intensity of the TRR signal, a polarizer and a sharp-
cut filter are placed in front of the detector for the probe laser light

~‘‘probe detector’’!in order to shut off the light of the pump laser
scattered on the silicon surface. The energy profile of the pump
laser is measured by another photo detector~‘‘pump detector’’!
fixed just behind the beam splitter. All signals are obtained by a
fast digitizing oscilloscope with a sampling rate up to 2 G Sa/s.

3 Results and Discussions

3.1 Pressure Decay in Propagation. The generated impul-
sive pressure is detected by the PVDF pressure transducer located
at about 9 mm apart from the center of the heated spot on the
material surface. In order to evaluate the pressure decay in its
propagating in the container, the distanced between the transducer
and the spot center is varied as shown in Fig. 2~a!. In varying the
position, only the normal distancel n is changed. The direction of
the transducer head is aimed to the heated-spot center. A typical
result of the propagation in Hg-water system is presented in Fig.
2~b!. The intensity of the generated pressure decays exponentially
as a function of the distance. The pressure-wave front propagates
at an averaged speed of about 1.73103 m/s. The pressure decay
as well as the propagating speed is almost the same in the whole
experimental conditions. One can thus estimate the pressure value
at the very close region to the heated surface by extrapolation. In
what follows in this paper the generated pressure is discussed in
terms of the extrapolated value.

3.2 Liquid Metal Heating

3.2.1 Observation by High-Speed Camera.Figures 3~i!and
~ii! show the typical high-speed photographs taken with the three
different frame speeds when 10 mm thick mercury was heated
with the laser fluence F of 1.43103 mJ/cm2 and 2.0
3102 mJ/cm2, respectively. The frame speed is varied as~a!
40,000 fps,~b! 1,000,000 fps, and~c! 4,000,000 fps. The exposure
time to take the pictures in Figs. 3~a! and~b! is 150 ns and that in

Fig. 1 Schematic layout of experimental apparatus for
nanosecond-pulse heating of materials. Pressure transducer is
omitted in the figure for the sake of brevity „see Fig. 2….

Fig. 2 „a… Schematic layout of PVDF pressure transducer; and
„b… typical result of the pressure decay in propagation.
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Fig. 3~c! is 100 ns. The time shown above/below frame indicates
the time passing since the beginning of the pump-laser irradiation
at t50. It is noted that the pulse length of the pump laser is of the
order of ten nanoseconds so that the only first frame captures the
irradiation. In the figure, in addition,~iii! the schematic layout of
high-speed camera and test material and~iv! the sketch of the
frame image shown in~i! and ~ii! are presented. According to
Figs. 3~i!-~a!and ~ii!-~a!, the vaporization of the mercury is ob-
served for a relatively long time period on the heated surface. The

intensity of phase change or vaporization decreases as the laser
fluenceF decreases. Although there exists a difference of the va-
porization intensity due to the laser fluence difference, the char-
acteristics of the induced event, that is, the shock wave generation
as well as the vaporization, are of almost the same in quality as
shown in Figs. 3~a!to ~c!. The detail descriptions of the event are
conducted with the pictures in Fig. 3~i! in what follows. In the
case of~i! F51.43103 mJ/cm2, the explosive bubble formation is
observed following the shock wave propagation. Figure 3~a! con-

Fig. 3 Bubble formation and shock wave generation Õpropagation in heating with „i… FÄ1.4
Ã103 mJÕcm 2

„on the left hand side… and „ii… FÄ2.0Ã102 mJÕcm 2
„on the right… taken with frame speeds of

„a… 40,000 fps †exposure time: 150 ns ‡, „b… 1,000,000 fps †150 ns‡, and „c… 4,000,000 fps †100 ns‡ in the
system of DHgÄ10 mm and DH2OÄ50 mm. All photographs were taken with a little depression angle as
shown schematically in „iii…. „iv… The image captured in each frame.
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sists of the whole stages of the semi-sphere shaped bubble forma-
tion. The early stage of the event as shown in the first two frames
in Fig. 3~a! is presented in Fig. 3~b!. The shock wave appears
subsequently to the laser irradiation on the mercury surface. Tiny
bubbles are formed right behind the propagating shock wave. The
formation of the tiny bubbles, which is also seen in Fig. 3~a!, can
be explained by considering the abrupt pressure fall behind the
shock wave front. Figure 3~c! shows the further early stages of the
shock wave propagation. The shock wave emerges just above the
heated spot with almost the same shape as the spot. The wave
propagates as the almost plain wave at the beginning, then the
wave travels with having the curvature at the edge. The shock-
wave propagation speed is estimated by the high-speed photo-
graphs and by changing the position of the pressure transducer to
be 1.73103 m/s. The speed has little dependence upon the laser
fluenceF in this experimental range. The description of the event
after the bubble collapse on the heated surface was conducted by
Ueno et al.@3#.

3.2.2 Pressure Generation.The intensity of the generated
explosive pressure versus the laser fluenceF is shown in Fig. 4.
The plotted pressure values are extrapolated ones, which are
evaluated values, as aforementioned, equivalent to those just after
the appearance on the heated surface. The figure consists of the
results for the cases with different mercury-layer thickness. In
addition, the figure involves the pressure values in the case that
the solid copper was heated in the same system@3#. The solid line
in the figure shows the prediction of the pressure generation ob-
tained by a physical model@17# applied to the Hg-water system.

Fig. 4 Generated pressure variations upon pump laser fluence
F in Hg-water system in different Hg layer thicknesses. Plotted
values are equivalent to the extrapolated pressure values mea-
sured at the surface. Solid line in the figure indicates the pre-
diction of the pressure generation in heating of Hg in water
†17‡.

Fig. 5 Mercury surface heating „i… in the water „on the left hand side … and „ii… in the air „on the right … taken
with frame speeds of „a… 10,000 fps †exposure time: 150 ns ‡, and „b… 2,000,000 fps †150 ns‡. Pump laser
fluence FÄ1.4Ã103 mJÕcm 2 for both cases.
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In thismodel the abrupt vaporization is assumed to dominate the
explosive pressure generation. The generated pressure by heating
of materials increases as the laser fluenceF increases. The thick-
ness of the mercury layer has little influence upon the pressure
generation. In spite of the large difference of the absorption coef-
ficients kHg!kCu, the intensities of the events in Hg-water sys-
tem are obviously stronger than in the Cu-water system.

3.2.3 Heating of Mercury in Air. Another series of experi-
ments in which the mercury surface is irradiated in the open boat
is conducted. In this system the vaporization of the metal yielded
the induced phenomena as observed in the cases of heating of
solid metal@18,19,7,8,20#.

A mercury layer of 10 mm in thickness is placed in the same
rectangular tank as the Hg-water experiments. Figure 5~ii! shows
the aspects of the heating of the mercury in the air with the same
laser fluenceF as the case shown in Fig. 3~i! taken with the
exposure time of 150 ns with the different frame speeds. In order
to make a comparison, the induced events in Hg-water system
with the sameF taken with the same frame speeds are shown in
the figure~i!. It is noted again that these photographs are taken at
a little depression angle and each frame image corresponds to that
as shown in Fig. 3~iv!. According to Fig. 5~ii!-~a!, no certain
violent fluid motion on the mercury surface for a relatively long
period is observed such as the bubble formation and collapse as

shown in the figure~i!-~a!. One could observe a certain morpho-
logical change with a circular shape of almost the same size as the
laser spot. Figure 5~ii!-~b!shows the early stage of the events.
Noted again that the laser irradiation is captured only in the first
frame with considering the inter-frame time, the exposure time
and the laser pulse length. The light emission is observed after the
irradiation above the heated spot, which lasts about several micro-
seconds with decaying. This emission can be explained by a high-
temperature plasma formation formed right above the mercury
surface. The plasma absorption of the laser energy and resulting
thermal plasma radiation enhance the energy delivery to the
heated surface, which is more efficient than heat transfer due to
the surface absorption alone@12#. The emitting body in shape of
cylinder-like, is formed with almost the same diameter as the heat-
ing laser pulse. On the contrary such a light emission lasting for
microseconds is not observed when the mercury is heated in the
water. The water layer prevents the mercury vaporization and
plasma formation. The shock wave propagation is observed, with
having a larger curvature than that of in the water, above the light
emitting body. The propagation speed of the shock wave is esti-
mated to be over 1.53103 m/s.

According to Fig. 3 and Fig. 5, the pressure generation in heat-
ing of the mercury in the water can be yielded by the abrupt
vaporization of water and/or mercury. Although the plasma for-
mation is not observed obviously in Hg-water system, even slight
ionization of the metal vapor can trigger the plasma absorption,

Fig. 6 Shock wave generation Õpropagation in heating of Si of 0.6 mm in thickness with
FÄ2.0Ã102 mJÕcm 2

„i… in the water „on the left hand side … and „ii… in the air „on the right …,
taken with frame speeds of „a… 10,000,000 fps †exposure time: 20 ns ‡ „top…, and „b…
20,000,000 fps †10 ns‡ „middle…. All photographs were taken with an angle parallel to the
Si surface as shown schematically in „iii…. „iv… The schematic image captured in each
frame.
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which would facilitate the energy transfer from the laser beam to
the metal. The plasma formation in the water would play an im-
portant role for heating of the mercury in the water and for the
resulting phenomena.

3.3 Solid Material Heating

3.3.1 Observation by High-Speed Camera.The description
of induced events just after the irradiation of solid silicon surface
is conducted in this section. The typical high-speed photographs
taken with different frame speeds when 0.6 mm-thick silicon is
heated with the laser fluenceF52.03102 mJ/cm2 ~i! in the water
and ~ii! in the air are shown in Fig. 6. The time shown above/
below frame indicates the time passage from the beginning of
laser irradiation att50. In the figure, the schematic layout of the
high-speed camera and test material is presented in~iii!, and the
schematics of the frame image of~i! and ~ii! is shown in~iv!. In
the Si-water system, the shock wave is generated above the heated
area just after the beginning of irradiation and propagates at the
speed of 1.53103 m/s, almost the same as the sound speed in the
water. The spatial distribution of shock-wave intensity seems uni-
form. In the Si-air system, on the other hand, the shock-wave front
appears in view at about 600 ns and it travels at about 3
3102 m/s, almost the same speed of sound in the air. The shock-
wave intensity seems remarkably weaker than that in the Si-water

system. According to these observations, the generation of the
shock wave in the Si-water system is dominated by the sudden
phase change of water lied on the heated surface. The contribution
of the thermal expansion and vaporization of silicon is negligibly
small. In this time scale, one can observe only the shock-wave
generation and propagation as the resultant fluid behavior. Any
convective motion of the ambient fluid is not seen. That means the
compressibility and inertia prevail the concerned fluid behavior.

Figure 7 indicates the high-speed photographs capturing the
phenomena in heating with~a! 3.83102 mJ/cm2 and ~b! 7.1
3102 mJ/cm2 in the case of~i! Si-water system and~ii! Si-air
system. Noted that those fluences are higher than those in the case
shown in Fig. 6. The experimental layout and captured frame
images correspond to those in Fig. 6. As shown in Fig. 7~i!-~a!,
the observed events in the Si-water system are almost the same as
shown in Fig. 6~i!. A plane shock-wave front appears and propa-
gates at a speed of 1.53103 m/s. In the Si-air system,~i!-~b!, on
the other hand, the vaporization of silicon is observed as indicated
by an arrow. In increasingF, the intensity of shock wave exhibits
a spatial variation in the Si-water system, which is seen in~ii!-~a!.
The distribution of the intensity corresponds to the silicon vapor-
ization taken place non-uniformly as shown by the arrow in the
third frame of~ii!-~b!, which might be due to the spatial distribu-
tion of pump laser intensity. Figure 7~ii!-~b2! shows the relatively

Fig. 7 Shock wave generation Õpropagation and Si vaporization in heating of
Si „i… in the water „on the left hand side … and „ii… in the air „on the right… with the
pump laser fluence FÄ„a…3.8Ã102 mJÕcm 2

„top…, and „b… 7.1Ã102 mJÕcm 2

„middle… taken with a frame speed of 20,000,000 fps †exposure time: 10 ns ‡.
Arrows in „i…–„a… and „i…–„b… indicate the generated shock waves and those in
„ii… –„a… and „ii… –„b… indicate the Si vapor, respectively. In „ii… –„b2… the later
stage of induced phenomenon in the same case of „ii… –„b… Si-air system is
shown. Arrow indicates the shock wave. All photographs were taken with an
angle parallel to the heated Si surface.
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later stage of the events in heating of the silicon in the air. It
should be noted that shock wave appears in view behind the dif-
fusing silicon vapor, which is indicated by the white arrow. Such
a kind of feature is not demonstrated in heating of the mercury in
the air as indicated in Fig. 6~ii!-~b!.

3.3.2 TRR Signal Measurements and Estimations.Estima-
tion of the time-resolved reflectance~TRR! signals coupled with
the results of high-speed observations is carried out in this section.
Figure 8~a!shows the typical 632.8 nm TRR signals for a long
time period in the case ofF55.13102 mJ/cm2. Noted that quali-
tative features of TRR signals in this experimental range ofF are
almost the same. The top curve and the middle one correspond to
the results in the Si-air system and in the Si-water system, respec-
tively. The pump laser profile is shown at the bottom. The detect-
ing time of the pump laser by the pump detector is equivalent to
t50. In the Si-air system, the intensity of the TRR signal in-
creases after the irradiation and then falls to the initial value
Int0,air. This tendency corresponds with the result of Jellison et al.
@20#. This can be translated as following; TRR-signal increase is
caused by the increase of reflectivity due to the temperature rise of
Si surface. After the heating period, the surface temperature de-
creases due to the thermal diffusion, which results in the decrease
of the reflectivity towards the initial value. In this experimental
range in the Si-air system the TRR intensity decreases below the
Int0 in the case of heating with the fluenceF.73102 mJ/cm2,
which is explained that no morphological changes on the surface

take place in the range ofF,73102 mJ/cm2. In the Si-water
system, on the other hand, after the increase of the signal, the
intensity falls down abruptly below the initial reflection-intensity
Int0,Wtr. A subsequent slow rise towards Int0,Wtr is then observed.
Such a trend corresponds with the results of Yavas et al.@15#. The
high-speed observation as shown in Figs. 6 and 7 reveals experi-
mentally that this abrupt fall is not caused by either shock wave
generation or silicon vapor plume above the heated surface. The
probe-laser light is thus scattered by certain objects in the Si-water
system. As indicated in previous work, this abrupt fall is domi-
nated by Mie scattering owing to the water bubbles larger than
lprobe/2pnliq[RMie @14,5#. The intensity rises back to the initial
value during the condensation and/or collapse of the bubbles. The
bubble growth rate and the quantity of generated bubbles increase
by increasingF so that the scattering period becomes longer. In
the cases ofF.5.13102 mJ/cm2 the intensity does not rise back
to Int0,Wtr but converges to the lower value. Certain morphological
changes are observed on the surface after the experiments.

Figure 8~b!details the TRR signals at the early stage of the
event in the same case as shown in Fig. 8~a!. The TRR signal
detected in the Si-air system is offset to coincide with the initial
intensity in the Si-water system shown as Int0 in the figure. A
sharp rise which started at about 10 ns~shown ast rise in the figure!
is captured in both signals. It is noted that the onset time of in-
tensity rising, t rise, and the increasing rate of the intensity are
almost coincident in both systems. At the early stage of the heat-
ing in both cases the temperature variation of Si contributes the
increase of TRR intensity. The start of the intensity decrease in the
Si-water system, at the timetpeakshown in the figure, is dominated
by the scattering of the probe-laser light by the bubbles larger than
RMie'80 nm as aforementioned. Thus the onset time of the nucle-
ation must lie betweent rise andtpeak, although the accurate nucle-
ation time cannot be determined by this series of experiments with
the pump and probe method.

In order to exclude certain time lags due to the measuring sys-
tem involved in the detected signals, the traveling times of the
pump and probe-laser lights, and the time lags involved in the
photo detectors are taken into account as shown schematically in
Fig. 9~a!. Assuming that the pump laser arrived in front of the
photo-detecting element of the pump detector att5t0 , the travel-
ing time of pump light between the pump detector and the Si
surface istA(5d1 /c), the traveling time of probe light between
the Si surface and the probe detector istB(5d2 /c), whered1 and
d2 indicate the distances between the pump detector and the Si
surface, and between the Si surface and the probe detector, respec-
tively. Noted that the pump detector is located right behind the
beam splitter. The time lag involved in the pump detector from the
capturing of the light to the delivering of the signal to the oscil-
loscope isDA , and the one involved in probe detector isDB . In
addition, a time lag between the irradiation of the pump laser and
the temperature change, and between the temperature change and
the optical property change are assumed ast1 and t2 , respec-
tively. The timet rise when the TRR signal intensity rises is then
described ast rise5(t11t2)1(DB2DA)1(tA1tB) as shown in
the figure~b!. The flight time of the lights (tA1tB) is derived by
measuring the distancesd1 andd2 , and (DB2DA) is estimated by
the pump-laser pulse measurements with the pump and probe de-
tectors located just behind each beam splitter. The variations of
t rise, tpeakand time-lag[(DB2DA)1(tA1tB) versus laser fluence
F are indicated in Fig. 10. It can be seen thatt rise variation is
almost equivalent to the time lag variation, which means thatt rise
is almost equivalent to the beginning time of the pump laser irra-
diation of the Si surface. Therefore, the time of (tpeak2t rise),
which is also shown in the figure, can be approximately translated
into the time when bubbles of the order of 80 nm in radius appear
on the Si surface. An accurate evaluation of (t11t2) is beyond
resolution in this experimental apparatus.

3.3.3 Temperature Field in Laser Heating.Now the correla-
tion between TRR signal and the temperature variation of the
irradiated surface is considered. First of all, the temperature field

Fig. 8 „a… Time-resolved reflectance „TRR… signals „top and
middle… of probe laser in the case of heating with FÄ5.1
Ã102 mJÕcm 2. Top curve and the middle indicate the cases of
Si-air system and of Si-water system, respectively. The bottom
shows the pump-laser light profile. „b… Detail of reflectance sig-
nals as shown in „a…. Noted that TRR signal detected in the
Si-air system is offset to coincide with the initial intensity in the
Si-water system for the sake of convenience for comparison.
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induced by the laser heating must be described. At the center of
the irradiated area, the heat transfer can be assumed essentially
one-dimensional@15# taking the thermal penetration depth during
the heating period into account. The temperature profiles in the
heated material and in the ambient liquid or water are calculated
by use of one-dimensional Fourier’s heat conduction equations as
follows assuming that the water region is transparent for second
harmonic Nd:YAG laser of 532 nm in wavelength:

~rcp!z

]Tz

]t
1

]qz

]x
5v~ t,x! ~ in heated material!

~rcp!Wtr

]TWtr

]t
1

]qWtr

]x
50 ~ in water!

qj52lj

]Tj

]x
,

wherev is the heat source term described below with the assump-
tion that the incident pump laser light has an uniform spatial pro-
file, subscriptz and Wtr indicate the heated material and water,
respectively. Subscriptj shows heated materialz or water Wtr.

The heat source term is described as following:

v~ t,x!5I ~ t !•~ I 2R!k exp~2kx! :~0<t<t l !

50 :~ t l<t !

whereI (t) is the temporal intensity of incident light of the pump
laser, R the reflectivity of the heated material in water,k the
absorption coefficient, andt l the pulse duration of the pump laser.

Though the actual intensity profile can be described as a tem-
poral Gaussian profile, it is further assumed that the laser fluence
F is distributed with a triangle shape proposed by Ho et al.@11#.

Fig. 9 „a… Schematic of time lags due to the light travels along the paths of pump laser and probe laser
and time lags due to photo detectors. d 1 and d 2 indicate the distances between pump detector and test
material surface, and between probe detector and test material surface, respectively. DA and DB indi-
cate time lags involved in pump detector and probe detector, respectively. „b… Estimation of time lags
involved in the measuring system. t A„Äd 1 Õc … and t B„Äd 2 Õc … are equivalent to flight time along d 1 and
d 2 , respectively.

Fig. 10 Variations of t rise „time when TRR signal rises …, t peak
„time when TRR signal reaches maximum …, t peakÀt rise and time
lag „DBÀDA…¿„t A¿t B… lied in the measuring system as shown
in Fig. 9 in the Si-water system.

Fig. 11 Nucleation threshold temperatures THN,12 and THN,22
obtained from the conventional thermodynamics, the theoreti-
cal nucleation temperature TNu,Asai derived from heterogeneous
nucleation theory in the field with temperature distribution by
Asai †23‡, the corresponding nucleation times t HN* and t Nu,Asai
variations in the case of Si-water system, and the measured
value of „t peakÀt rise … versus pump laser fluence F. Nucleation
time t HN* indicates the time when Si surface temperature
reaches THN,12 in the one-dimensional heat conduction
problem.
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Here the pulse durationt l and the time when TRR intensity
reaches maximumtp are valued from the measurement as 26 ns
and 10 ns, respectively. In addition, no phase change in either
region is assumed. It should be noted that the authors have also
estimated the temperature field by use of one-dimensional hyper-
bolic heat conduction equations, which has converged into the
results by Fourier’s law in this experimental range.

3.3.4 Criterion of Onset of Nucleation.The sudden vapor-
ization of superheated water dominates the explosive pressure
generation. The criterion of nucleation onset or nucleation tem-
perature must be then considered. Now take thermodynamic
analysis concerning the kinetics of the vapor embryo formation
process into account. In the conventional homogeneous nucleation
theory a certain value of the nucleation rateJ is considered as a
threshold to determine the nucleation temperature. The nucleation
rateJ is described as follows@22#;

J5Nl S 3s l~T!

pml
D 1/2

exp~G~T!!

G~T!52
16ps l~T!3

3kBT~Pv~T!2P`!
,

whereNl is the number of liquid molecules per unit volume,s l
the surface tension,ml the mass of the one liquid molecule,kB the
Boltzmann constant,Pv the vapor pressure andP` the ambient
pressure. The homogeneous nucleation temperatures at two differ-
ent thresholds of nucleation rate are evaluated;THN,12 at J51012

andTHN,22 at J51022.
In addition, the heterogeneous nucleation theory with a sharp

temperature distribution proposed by Asai@23# is applied to this
experimental condition. In his theory, the nucleation temperature,
presented here asTNu,Asai, is obtained from the correlation pre-
sented as follows:

ShlWtrJHN~TNu,Asai!

qw~ tNu,Asai!Tw~ tNu,Asai!$G8~TNu,Asai!%
2 51,

whereSh is the heated area,JHN the nucleation rate of the homo-
geneous nucleationqw the heat flux on the interface, andTw the
surface temperature.

Figure 11 indicates the nucleation threshold temperatures de-
scribed above, i.e., temperatures obtained by~i! the conventional
thermodynamic homogeneous nucleation theory and~ii! the Asai’s
theory, and their corresponding times of nucleation~N-time here-
after! when the laser-heated surface temperature reaches those
thresholds. TheN-time is obtained in the one-dimensional heat
conduction problem applied to this experimental system. The
N-times atTw5THN,12 andTw5TNu,Asai are presented astHN* and
tNu,Asai, respectively.

In the case ofF.13102 mJ/cm2, the nucleation threshold tem-
perature of the Asai’s theoryTNu,Asai is almost constant at 586 K,
which is higher than that ofTHN,12 andTHN,22. Despite the differ-
ence of about 10 K betweenTNu,Asai and THN,12, the N-times of
tHN* and tNu,Asai are almost coincide, especially at higherF. This
means that that a slight difference of the nucleation threshold
temperature up to 10 K has little influence upon the onset time of
nucleation in such a rapid heating process. The experimental re-
sults of RMie-size bubble formation time (tpeak2t rise) exhibit
higher values than theN-times while show almost the same trend
in increasingF.

In the case ofF,13102 mJ/cm2 in the calculation, the surface
temperature of the irradiated material does not reach any nucle-
ation threshold temperatures considered above. Noted that the
nucleation threshold temperature does not exist in the Asai’s
theory at this range of the laser fluence. The experimental results,
on the other hand, indicate that the bubbles of about 80 nm in
diameter are formed on the heated surface at approximately 20 ns.
The bubble formation is revealed by the fact that the TRR signal
intensity falls below the initial intensity after it reaches the maxi-
mum value in this range ofF. This result indicates that the nucle-
ation takes place when the surface temperature reaches a certain
temperature less than the homogeneous nucleation temperature
THN,12.

3.3.5 Pressure Generation.Figure 12 shows the extrapo-
lated pressure valuesPmax as a function ofF. The measured pres-
sure values in the range ofF.Fp533102 mJ/cm2 are plotted in
the figure. Noted that this is because the PVDF pressure trans-
ducer cannot detect such a weak pressure, and that this does not
mean that any evident pressure is generated in heating withF
,Fp . The shock wave is actually generated in the case ofF
,Fp , which is confirmed by use of the optical pressure measur-
ing method considering the mirage effect proposed by Park et al.
@2#. The generated pressure increases proportionally to the flu-
ence. In the figure the prediction of the generated pressure value
Pth based upon the physical model@17# applied to this experimen-
tal system is presented. In this model the explosive pressure is
assumed to be generated by the abrupt vaporization of the super-
heated layer of the water ofd l* in thickness when the surface
temperature reachesTHN,12. The measured pressure exhibits lower
value than the prediction, but has almost the same tendency as a
function of F in the range of higherF.

The calculated superheated layer thickness of the waterd l* is
also indicated in the figure. The superheated layer grows up to
several tens of nanometer in thickness in the rapid heating. The
thickness almost corresponds to the size of the bubbles scattering
the probe light. It is noteworthy that the sudden vaporization of
such a thin water layer dominates the explosive pressure genera-
tion.

Conclusions
In the present study, thermal-fluid phenomena adjacent to liquid

metal-water and solid material-water interfaces induced by
nanosecond-pulsed laser heating with the fluenceF of 5.03101

;1.03103 mJ/cm2 were investigated experimentally. In the
mercury-water system, the shock wave generation and the bubble

Fig. 12 Experimental results of pressure values Pmax and the
prediction of the generated pressure Pth obtained by applying
the physical model †17‡ to this experimental system. Experi-
mental results of „t peakÀt rise … and the numerical result of as-
sumed nucleation time t HN* , as shown in Fig. 10 are also shown.
In addition, calculated superheated layer thickness of water d t*
when the surface temperature reaches THN of water is indi-
cated.
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formation took place by laser heating. Instantaneous vaporization
of water and/or mercury yielded the explosive pressure generation
up to 10 MPa and resulting fluid motion. In the silicon-water
system, the explosive bubble formation and the resultant shock
wave generation were induced by the rapid heating. The variation
of the time-resolved reflectance~TRR! signal indicated the heated
surface temperature change and the bubble formation at the inter-
face. The high-speed observations revealed that the abrupt fall of
TRR signal was caused not by shock wave nor Si vapor above the
surface, but by scattering of the light by bubbles of the order of 80
nm in radius. The vaporization of the thin superheated water re-
gion of the order of several tens of nanometer led the explosive
pressure generation.
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Nomenclature

c 5 speed of light
cp 5 specific heat
dl 5 distance between the pump detector and the Si sur-

face
d2 5 distance between the Si surface and the probe detec-

tor
kB 5 Boltzmann’s constant
F 5 pump laser fluence
I 5 temporal intensity of incident light of the pump laser

Int 5 intensity of the TRR signal
J 5 nucleation rate

ml 5 mass of the liquid molecule
n 5 refractive index

Nl 5 number of liquid molecules per unit volume
p 5 pressure
q 5 heat flux[2l(]T/]x)
R 5 reflectivity of the heated material in water

RMie 5 [lprobe/2pnliq
Sh 5 heated area

t 5 time
tA 5 traveling time of pump laser light between the pump

detector and the Si surface
tB 5 traveling time of probe laser light between the Si

surface and the probe detector
t l 5 pulse duration of the pump laser

tpeak 5 time when TRR intensity reaches the maximum value
t rise 5 time when TRR intensity begins to increase

T 5 temperature
THN 5 homogeneous nucleation temperature of liquid
TNu 5 nucleation threshold temperature

x 5 coordinate in the normal to the heated material sur-
face direction

Greeks

k 5 absorption coefficient
DA 5 time lag involved in the pump detector
DB 5 time lag involved in the probe detector
d l* 5 superheated layer thickness in water

l 5 thermal conductivity
lprobe 5 wavelength of the probe laser

lpump 5 wavelength of the pump laser
r 5 density
s 5 surface tension
v 5 heat source term

Subscripts

HN 5 homogenous nucleation
Hg 5 mercury region

probe 5 probe laser
pump 5 pump laser

Si 5 silicon region
v 5 vapor phase of water
w 5 surface

Wtr 5 water region
0 5 initial
` 5 ambient region
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A Fractional-Diffusion Theory for
Calculating Thermal Properties of
Thin Films From Surface
Transient Thermoreflectance
Measurements
The transient thermoreflectance (TTR) method consists of measuring changes in the re-
flectivity of a material (thin film) under pulsed laser heating, and relating these changes
to the corresponding surface temperature variations. Analytical solutions of the diffusion
problem are then used to determine the thermal conductivity of the material following an
iterative matching process between the solutions and the experimental results. Analytical
solutions are attainable either when the material absorbs the laser energy volumetrically
or when the material absorbs the laser energy at the surface. Either solution allows for
the determination of only one thermal property (thermal conductivity or diffusivity), with
the other one assumed to be known. A new, single, analytical solution to the transient
diffusion equation with simultaneous surface and volumetric heating, found using frac-
tional calculus, is presented in a semi-derivative form. This complete solution provides the
means to determine the two thermal properties of the material (thermal conductivity and
diffusivity) concomitantly. In this preliminary study, the solution component for surface
heating is validated by comparison with experimental data for a gold sample using the
classical thermoreflectance method. Further results, for surface and volumetric heating,
are obtained and analyzed considering a GaAs sample.@DOI: 10.1115/1.1416688#

Keywords: Analytical, Heat Transfer, Laser, Measurement Techniques, Thin Films

Introduction

Obtaining analytical solutions for transient heat diffusion prob-
lems within a certain domain is complicated because of the math-
ematical intricacies involved in solving the differential equation
governing the phenomenon~see, for instance, O¨ zisik @1#, Kakaç
and Yener@2#, Poulikakos@3#!. Numerical simulations are often
the only choice for solving the problem.

When seeking a relationship between temperature and heat flux
at a particular location, say at the boundary~surface!of the do-
main, the diffusion equation must be solved within the entire do-
main first.

There are practical situations in thermal engineering in which a
relationship between surface~local! temperature and heat flux
would suffice. Consider for instance the experimental transient
thermoreflectance~TTR! method used to determine the thermal
conductivity of different materials including thin films~Xu et al.
@4#, Chen et al.@5#, Goodson and Flik@6#!. The TTR method
consists of heating the surface of the material with a very short
laser-pulse and then tracking the time-decay of the surface tem-
perature~by measuring the surface reflectivity!. Therefore, the
time evolutions of the surface temperature and of the heat flux are
known.

The thermal conductivity of the material can then be deter-
mined by matching the experimental results~i.e., the time evolu-
tion of the surface temperature! to the analytical~theoretical or
numerical! solution obtained by solving the transient diffusion
equation that models the laser-heating phenomenon. This ap-
proach has the following three main limitations:

1 - to find an analytical solution for the surface temperature,
one is required to find a solution to the diffusion equation not only
for the surface, but for theentire domain;

2 - analytical transient solutions, with uniform and constant
properties, require the density and the specific heat of the material
to be known a priori~if the objective is to find the specific heat—
assuming the density is known—then the thermal conductivity
must be known; in either case, only one thermophysical property
can be determined, i.e., thermal conductivity or specific heat!;

3 - a theoretical solution for the TTR method exists only when
the laser radiation is assumed to be absorbed at the surface of the
film ~in which case the material is said to beopaque!; when the
laser radiation is absorbed volumetrically as it penetrates through
the material ~in which case the material is said to besemi-
transparent!, a numerical simulation approach is followed.

In the following sections, a relatively simple methodology for
deriving a single, general, fractional equation relating surface tem-
perature, surface heat flux, volumetric heating and thermal prop-
erties~thermal diffusivityand thermal conductivity! is presented.
This methodology, based onfractional calculus, was shown by
Lage and Kulish@7# to be extremely effective when applied to
solving transient diffusion problems.

The general fractional equation, applied to the TTR method, is
shown to alleviate the three limitations of standard analytical so-
lutions described previously. Furthermore, it is shown that the
temperature solution to this equation is dependent on two inde-
pendent groups of thermal properties. Hence, both the thermal
diffusivity and the thermal conductivity of the material under test
can be determined simultaneously, extending the applicability of
the TTR method.

Solutions from this new theoretical approach are validated us-
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ing experimental thermoreflectance measurements of a gold
sample, with additional solutions obtained for the case of GaAs.

Extraordinary Diffusion Equation
Consider a one-dimensional time-dependent diffusion problem

in a semi-infinite medium, with a space and time-dependent volu-
metric heat source or sink. The diffusion equation, assuming con-
stant and uniform properties, is

]T~x,t !

]t
2a

]2T~x,t !

]x2 2
q̇-~x,t !

rc
50, (1)

whereT(x,t) is the scalar temperature field,t is the time,a ~equal
to k/rcp!, k, r, andcp are, respectively, the thermal diffusivity, the
thermal conductivity, the density, and the specific heat of the ma-
terial being heated, andq̇- is the volumetric heat sink or source
~heat-power per unit volume!.

The system is initially at equilibrium, soT(x,t)5T0 for t<0,
whereT0 is a constant and uniform temperature everywhere in the
domain. Atx50 the boundary condition is one of known heat flux
~either adiabatic or uniform nonzero heat flux!. For a semi-infinite
domain, whenx→` the boundary condition isT→T0 .

Implementing the change of variablesj5a21/2x, and T* 5T
2T0 , Eq. ~1! becomes

]T* ~j,t !

]t
2

]2T* ~j,t !

]j2 2
q̇-~j,t !

rc
50, (2)

and the initial condition is now written asT* (j,0)50. Taking the
Laplace transform of Eq.~2!, and using the initial condition
T* (j,0)50,

d2Q

dj2 2sQ1Q~j,s!50, (3)

whereQ(j,s) is the Laplace transform ofT* (j,t), andQ(j,s) is
the Laplace transform ofq̇-(j,t)/(rcp).

Equation ~3! is an ordinary differential equation, which is
known as theforced oscillations equation, commonly found in the
field of dynamics~see Kamke@8#!. The solution to this nonhomo-
geneous equation can be written as

Q~j,s!5C1~s!exp@js1/2#1C2~s!exp@2js1/2#1P~j,s!, (4)

where the two first terms on the right side form the general solu-
tion of the associated homogeneous equation, whenQ(j,s)50,
andP(j,s) is a particular solution.

For the solution, Eq.~4!, to be bounded asj→`, the parameter
C1(s) must be zero, so

Q~j,s!5C~s!exp@2js1/2#1P~j,s!. (5)

Hence, the constantC(s) can be written as

C~s!5@Q~j,s!2P~j,s!#exp@js1/2#. (6)

On differentiating Eq.~5! with respect toj,

]Q~j,s!

]j
52C~s!s1/2 exp@2js1/2#1

]P~j,s!

]j
. (7)

Eliminating C in Eq. ~7! using Eq.~6!, one obtains

]Q~j,s!

]j
52s1/2Q~j,s!1s1/2P~j,s!1

]P~j,s!

]j
. (8)

Applying the inverse Laplace transform and restoring the origi-
nal variables, then

]T~x,t !

]x
5

1

a1/2 F T0

~pt !1/22
]1/2T~x,t !

]t1/2 1
]1/2p~x,t !

]t1/2 2
p~x,0!

~pt !1/2G
1

]p~x,t !

]x
, (9)

where p(x,t) is the inverse Laplace transform of the function
P(x,s).

Invoking the Fourier law together with Eq.~9!, a relationship
between the heat fluxq̇9, and the temperatureT in any location
inside the domain, including the boundary, is obtained.

q̇9~x,t !5
k

a1/2 F]1/2T~x,t !

]t1/2 2
T0

~pt !1/22
]1/2p~x,t !

]t1/2 1
p~x,0!

~pt !1/2G
2k

]p~x,t !

]x
(10)

An expression for the local temperatureT(x,t) can be derived
from Eq.~10! by the use of the fractional operator]21/2( )/]t21/2

and the fractional calculus properties~see@7#!

]h

]th S ] fg~ t !

]t f D5
]h1 fg~ t !

]th1 f ;
] f@ tn#

]t f 5
G~n11!

G~n112 f !
tn2 f ;

(11)
]21/2@C#

]t21/2 52CS t

p D 1/2

.

The result is

T~x,t !5T02p~x,0!1p~x,t !1
a1/2

k

]21/2F q̇9~x,t !1k
]p

]xG
]t21/2 .

(12)

Equations~10! and~12! depend on two distinct groups of ther-
mal properties, namely, (krcp)1/2 andk. Results particular to the
zero volumetric heat source/sink case and to the uniform volumet-
ric heat source/sink case can be obtained from Eqs.~10! and~12!
by setting p(x,t)50 and assumingp(x,t)5p(t), respectively.
The resulting equations are peculiar for depending on one group
of thermal properties, (krcp)21/2. This aspect can be highlighted
by re-writing the last term of Eq.~12! as

T~x,t !5T01Tf~x,t !1Tv~x,t !, (13)

where the last two terms are the individual contributions from the
local heat flux and the local volumetric heat source, respectively,

Tf~x,t !5
1

~krcp!1/2

]21/2@ q̇9~x,t !#

]t21/2 (14a)

Tv~x,t !52p~x,0!1p~x,t !1S k

rcp
D 1/2 ]21/2F]p~x,t !

]x G
]t21/2 .

(14b)

Transient Thermoreflectance Method
The TTR method comprises heating the surface of the material

under test with a short laser pulse. Part of the radiation energy
from the laser is reflected by the surface of the material. The
remaining radiation energy is absorbed within the material during
the heating process. The surface reflectivity of the material is con-
tinuously measured as it changes during the heating process. Re-
lating the relative surface reflectivity variation to the relative sur-
face temperature variation allows one to infer the time variation of
the surface temperature from the reflectivity data.

If the heating area is much bigger than the probing area and the
properties of the material are considered uniform and constant, the
energy balance equation can be considered unidirectional.

The radiation power flux distribution at the surface is Gaussian
in time ~normal distribution!, i.e., I 9(0,t)5I b9 exp$2@(t2b)/s#2%,
where I b9— the incidence radiation power flux att5b —equals
F/(sp1/2), with F being the fluence of the laser irradiation~i.e.,
radiation energyE per unit of heated surface areaA!, andb and
(221/2s) represent the mean value and the standard deviation of
the normal distribution, respectively.
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Two alternatives exist for modeling the laser heating process.
The first and most common alternative is to assume the material
as opaque, in which case the material absorbs all the radiation at
the surface. In this case, the volumetric~internal!heat sourceq̇-
of Eq. ~1! is set equal to zero. Consequently,Tv(0,t)50 and the
surface temperature, from Eqs.~13! and ~14!, becomes

Ts~ t !5T01
1

~krcp!1/2

]21/2q̇s9~ t !

]t21/2 , (15)

where the surface heat flux~the boundary condition at the surface
of the material!is

q̇s9~ t !5
F~12r !

sp1/2 expF2S t2b

s D 2G , (16)

where r is the surface reflectivity. Notice that Eq.~15! can be
shown to be identical to the solution provided by O¨ zisik @1#, p. 77,
Eq. ~2–138!, supporting the validity of the fractional solution with
no source/sink term.

The second alternative, normally pursued via numerical simu-
lations, is to consider the material semi-transparent. Hence, the
boundary heat flux is set as equal to zero and the laser energy is
assumed to be absorbed volumetrically within the material. The
energy balance is then identical to Eq.~1! with q̇-, the absorbed
laser radiation per unit of volume, expressed as

q̇-~x,t !5I b9~12r !k exp~2kx!expF2S t2b

s D 2G , (17)

wherek is the extinction or attenuation coefficient of the material.
The Laplace transform of Eq.~17!, after dividing it byrcp , and
usingj5a21/2x, is

Q~j;s!5
I b9

2rcp
~12r !ksp1/2e~2ka1/2j!e~s2/4s22bs!

3erfcFs

2 S s2
2b

s2D G . (18)

It follows that

P~j;s!5
Q̃~s!

s2k2a
exp~2ka1/2j!, (19)

where Q̃(s)5Q(j;s)exp(ka1/2j). By applying the convolution
theorem and taking into account that the inverse Laplace trans-
form of Q̃(s) is I bk exp$2@(t2b)/s#2%, and the inverse Laplace
transform of 1/(s2k2a) is exp(k2at), we obtain

p~x,t !5
I b9~12r !ke2kx

rcp
ek2at

sp1/2

2

3e@2b2/s21K2#FerfS t

s
1K D2erf~K !G , (20)

where

K5
k2as222b

2s
. (21)

Noticing from Eq.~20! that ]p(x,t)/]x52kp(x,t), and

p~0,t!5
I baks

2p1/2 FerfS b

s Dexp~k2at !2erfS b2t

s D G (22)

]p~0,t!

]x
5

I bak2s

2p1/2 FerfS b2t

s D2erfS b

s Dexp~k2at !G (23)

then, from Eq.~14b! with p(0,0)50, we have

Tv~0,t!5A* S 2B* 1ka1/2
]21/2B*

]t21/2 D , (24)

where A* 5I baks/(2p1/2), B* 5er f(t* )2er f(b/s)exp(k2at),
and t* 5(b2t)/s.

Equations~15! and~24! can be combined into a single equation
~Eq. ~13!! if two lasers are used to heat the sample material, and
one laser has its wavelength tuned such that the laser radiation is
absorbed preferentially at the surface and the other has its wave-
length tuned such that the laser radiation is absorbed volumetri-
cally. The advantage of this combination, not yet explored, is that
the temperature solution becomes dependent on two independent
groups of thermal properties. Hence, the thermal diffusivityand
the thermal conductivity of the material can be found concomi-
tantly, extending the applicability of the TTR method.

Model Validation
The model validation is accomplished by utilizing an experi-

mental setup for the TTR measurements, shown in Fig. 1, consist-
ing of a pulsed Nd:YAG laser radiating at 532 nm wavelength
used as a heating source, with radiation energyE that can be set
from 0 to 1.0 mJ.

The probing region, shown in Fig. 2, has a diameterd
52.4mm, about 100 times smaller than the heating region char-
acteristic dimension of 200mm. The heated surface area isA
55.131028 m2, hence the fluenceF can be set from 0 to approxi-
mately 19.6 kJ/m2. The surface temperature is monitored during
approximately 100 ns, counting from the beginning of the heating
process. The uniformity of the laser beam intensity was estimated
as the standard deviation of the peaks and valleys magnitudes in
respect to the mean value. The calculations were carried out with
values obtained from a fast digital camera, which has 12 bits
intensity resolution depth of the image, as shown in Fig. 3. The
standard deviation of the laser beam intensity uniformity, with 95
percent confidence level, is nine percent. Therefore, the one-
dimensional equation used for the heat transfer analysis seems to
be justified in the present case.

An essential laser beam characteristic is the temporal distribu-
tion of the heating beam intensity on the sample surface. The
experimental data indicates that a Gaussian curve, withb
59.6 ns, ands54.3 ns, fits well the time evolution of the laser
radiation during one pulse. The average uncertainty of the curve
fitting is less than 6 percent.

A direct comparison with experimental results using gold,
which has a very large attenuation coefficientk ~i.e., it is expected
to behave as an opaque material absorbing all the radiation at the
surface!, and withE50.5 mJ, is presented in Fig. 4. A normalized
temperatureu5Ts* /(Tm2T0), is used, whereTm is the maximum
temperature value~equal to 60°C in this case! found within the
time interval 0–100 ns~the experimental time range!. Observe
that within this temperature range the reflectivity of gold falls
within a linear regime.

The uncertainty of the experimentalu results shown in Fig. 4 is
estimated at six percent. This uncertainty value was derived from
the standard deviation of the random fluctuations of the tempera-
ture response in respect to the mean value, with 95 percent con-
fidence. Observe, from Eqs.~15! and ~16!, that the shape of the
normalized curve is independent of (krcp) and F(12r )/
(sp1/2). The agreement between the experimental results and the
theoretical prediction is excellent, in that the theoretical values fall
within the experimental error band. This agreement validates the
fractional theoretical equation for the surface temperature,
Eq. ~12!.

For the sake of demonstration of the applicability of the frac-
tional solution, we consider now a GaAs bulk sample~r 50.39,
rcp51.733106 J/m3K, k552 W/mK!. Using the same laser char-
acteristics as in the previous case, and assuming the material as
opaque~i.e., all radiation energy absorbed at the surface!, the
theoretical results from Eq.~15! are shown in Fig. 5, in terms of
the excess temperatureTs* , considering three different laser flu-
ences. Keep in mind that very high temperatures can induce non-
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linear effects in certain materials~e.g., properties strong depen-
dency on temperature!, and this effect is not accounted for in the
present analytical solution.

Also plotted in the same graph~dashed line!is the time evolu-
tion of the normalized laser radiation, i.e.,q̇s9/q̇m9 . It is interesting
to note that the delay in the temperature response of the material,
in comparison to the laser energy, is independent of the fluence of
the laser as indicated by the maximum temperature being attained
at the same time in all cases.

We now consider the material as semi-transparent~i.e, the ra-
diation energy is absorbed as a volumetric heat source!, and solve
Eq. ~24! with F50.5 mJ and different values ofk. Results are
shown in Fig. 6. Notice that the correct value of the attenuation
coefficient for GaAs isk57.83106 m21.

Observe how the temperature evolution with time tends, when
b increases, to the same evolution presented in Fig. 5. This ten-
dency indicates the consistency of the model, at least as far as
opaque materials~high k! are concerned.

Also interesting is that the results from the volumetric source
fractional solution diverges~Ts* increases without bounds! when
k51.53106 m21 or greater. This abnormal behavior, shown as
the dashed-line curve in Fig. 6, is a consequence of trying to
simulate, with the volumetric heat source solution, a configuration
in which the laser energy is in fact concentrated at the surface of
the material~becausek is too high!. Again, the model seems con-
sistent in this regard as well.~Mathematically, the diverging be-
havior of the analytical results for larget, when k is high, is
attributed to the exponential function in time of the termB* , with
positive coefficientk2a, that must be calculated for determining
Tv(0,t) from Eq. ~24!.!

Fig. 1 Schematic of the experimental setup „http:ÕÕwww.seas.smu.edu Õsetsl…

Fig. 2 Schematic of the heating and probing spot positioning
on the sample Fig. 3 Spatial intensity distribution of the heating laser
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It is certainly instructive then to consider when the volumetric
heat source model is preferable to the boundary heat flux model.
The energy balance equation with volumetric heat source, namely

]T

]t
5a

]2T

]x2 1
kF~12r !

rcpsp1/2 e2kxe$2@~ t2b!/s#2% (25)

can be scaled as

DT

t
;a

DT

d2 1
kF~12r !

rcps
. (26)

When the volumetric source term scales with the diffusion
term, the length scale for the heat penetration depth is

dv;S skDT

kF~12r ! D
1/2

. (27)

When the volumetric source term is not present, the length
scale for the heat penetration depth~characteristic of the surface-
heating model!is

d f;~at !1/2. (28)

By comparing the two previous scales, one can find a criterion
for determining when the volumetric source model is expected to
be accurate, namely,

dv>d f⇒S skDT

kF~12r ! D
1/2

>~at !1/2. (29)

In terms of the radiation attenuation coefficient, the criterion
reads,

k<
skDT

atF~12r !
5

srcpADT

tE~12r !
. (30)

If we now use the scales for the parameters involved as:A
;1028 m2, s;1029 s, k;102 W/mK, DT;102 K, a;1025

m2/s, t;1029 s, E;1024 J, and (12r );1, we can substitute the
values in the inequality Eq.~30!, and obtaink<105 m21. Consid-
ering the value ofk for GaAs, namely 7.83106 m21, we conclude
from our criterion that the laser heating process of GaAs would be
better modeled using the surface flux model, not the volumetric
source model. This conclusion is corroborated by experiments
with GaAs, for which the results are identical to the ones pre-
sented in Fig. 4.

Summary and Conclusions
A theoretical analysis, based on fractional calculus, was con-

ducted for the solution of the unidirectional diffusion equation
with time-dependent surface heat flux and with time and space-
dependent volumetric heating. The analysis unveiled a novel,
single, and general equation~a fractional solution! for determining
the surface temperature of a material under surface heat flux and
volumetric heating, with direct application to the TTR method of
determining thermal properties of thin films.

Experimental results of TTR tests conducted on gold~an
opaque material!validated the fractional solution for the case of
laser radiation absorbed at the surface of the material.

Theoretical results were also obtained for a bulk sample of
GaAs, with the laser radiation first assumed to be totally absorbed
at the surface~opaque!of the sample, and then with the laser
radiation assumed to be absorbed volumetrically by the sample
~semi-transparent!. The analytical results predicted by the frac-
tional approach were consistent with our experimental observa-
tions, and with a new simplified criterion for determining when a
material, under a certain laser radiation, is better modelled as
opaque or as semi-transparent.

The general theoretical solution obtained via the fractional ap-
proach creates a new experimental possibility for the TTR
method. As the single general solution, for surface heat flux and
volumetric heating, is dependent on two distinct thermophysical
properties, one can envision an experiment in which two lasers are
used to heat up concurrently a material, instead of only one as
usually done. One laser would have the frequency tuned so that
the material would behave as opaque~i.e., a frequency at which
the attenuation coefficient of the material is very high so that the
laser energy is absorbed mainly at the surface!. The other laser
would have the frequency tuned such that the material absorbs the
energy as a semi-transparent material~i.e., a frequency at which
the attenuation coefficient of the material is very low so the laser
energy would be absorbed volumetrically as it penetrates through
the material!. In this way, the surface temperature response of the
test material would be influenced by a surface heat flux as well as

Fig. 4 Time evolution of the normalized surface temperature
for opaque „gold… material

Fig. 5 Laser fluency effect on the time evolution of the excess
surface temperature for opaque material: analytical results

Fig. 6 Time evolution of the excess surface temperature for
GaAs
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by a volumetric heating effect. Comparison with experimental re-
sults would allow the determination of both thermophysical prop-
erty groups from a single measurement. This idea is yet to be
explored.
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Nomenclature

b 5 mean of normal distribution, s
C,C1 ,C2 5 auxiliary parameters or constants

F 5 laser fluence, J m22

I 9 5 surface radiation power flux intensity~at x50!,
W m22

I b9 5 surface radiation power flux intensity~at t5b!,
W m22

K 5 auxiliary parameter, Eq.~21!
p 5 inverse Laplace transform ofP
P 5 particular solution

q̇s9 5 surface heat flux~at x50!, Eq. ~16!, W m22

q̇m9 5 maximum local heat flux, Eq.~10!, W m22

Q 5 Laplace transform ofq̇-/rcp
r 5 surface reflectivity
s 5 Laplace transform variable

T0 5 initial temperature~at t<0!, K
Tf 5 local heat flux temperature contribution,

Eq. ~14a!, K

Tv 5 local volumetric heat source/sink temperature
contribution, Eq.~14b!, K

Ts 5 surface temperature~at x50!, K
T* 5 temperature difference,5T2T0 , K
Tm 5 maximum temperature during heating, K
Ts* 5 temperature difference,5Ts2T0 , K

x 5 coordinate perpendicular to material surface, m

Greek Symbols

d f 5 penetration depth scale for surface heating,
Eq. ~28!

dv 5 penetration depth scale for volumetric heating,
Eq. ~27!

u 5 nondimensional normalized temperature,5Ts* /(Tm
2T0)

Q 5 Laplace transform ofT*
s 5 Gaussian parameter~equal to 221/2 times the stan-

dard deviation!,s, Eq.~16!
j 5 nondimensional length
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Synchronization of Vortex
Shedding and Heat Transfer
Enhancement Over a Heated
Cylinder Oscillating With Small
Amplitude in Streamwise
Direction
Experiments are performed to study the flow structure and heat transfer over a heated
cylinder oscillating radially with small amplitude in streamwise direction. Both flow vi-
sualization using a smoke wire in the upstream and the local heat transfer measurements
based on wall temperatures around the cylinder were made. The excitation frequencies of
the cylinder are selected at Fe /Fn50, 0.5, 1, 1.5, 2, 2.5, and 3. The oscillation amplitude
selected is less than a threshold value of A/D50.06 where synchronization of vortex
shedding with the cylinder excitation was not expected. However, experiments indicate
that synchronization still occurs which stimulates a great interest to study its enhancement
in the heat transfer. Synchronization occurred at Fe /Fn52 is antisymmetric vortex for-
mation while synchronization at Fe /Fn52.5 and 3 is symmetric type. The forward motion
(advancing into the cross flow) of the cylinder during one cycle of oscillation has an effect
to suppress the instability and the vortex formation. This leads to the occurrence of a
smaller and symmetric vortex formation and a less enhancement of heat transfer than the
case of antisymmetric type~Fe/Fn52!. For excitations at lower frequencies~Fe /Fn
<1.5!, all the vortex formations occurred are mostly antisymmetric. The dominant mode
of the instability in the shear layer is actually the natural shedding frequency Fn of the
vortex. A closer excitation frequency to 2Fn causes a greater enhancement in the heat
transfer. During the experiments, the Reynolds numbers varies from 1600 to 3200, the
dimensionless amplitude A/D from 0.048 to 0.016.@DOI: 10.1115/1.1404121#

Keywords: Enhancement, Heat Transfer, Instability, Vortex, Wakes

Introduction
Any thermal device under its normal operation will encounter

some degree of vibration. The vibration may be generated from
the flow itself and or other components in motion. These kinds of
vibrations usually are at small amplitude and relatively high or
low frequency. In practical design of a thermal system, vibrations
under this small amplitude are not considered and their effects on
the wall heat transfer are neglected. Previous studies@1# indicate
that even a small amplitude (A/D5020.064) of cylinder vibra-
tion in the transverse direction of the flow can have a significant
effect on both the vortex flow structure and the heat transfer
around the cylinder. Under synchronization of vortex shedding
with the cylinder oscillation atFe /Fn53, the enhancement in the
overall heat transfer can reach 50 percent. Both the flow and the
local heat transfer measurements provide very important informa-
tion on the nature of the flow and its enhancement in the heat
transfer. These findings@1# stimulate an interest to study the flow
and heat transfer over cylinder oscillating in the streamwise direc-
tion of the flow. The amplitude ratio (A/D) of the cylinder oscil-
lation selected is very small and is from 0 to 0.048.

A review of the flow structure and the heat transfer over cylin-
der oscillating in transverse direction of the flow has been made in
the reference@1# and will be omitted here. Studies relevant to the

present work are very few. For cylinder oscillating in the stream-
wise direction, the vortex formation processes in the back of the
cylinder have been studied@2,3#. Based on the experimental data
from several investigators, Griffin and Ramberg@2# obtained the
lock-on regime in terms of the threshold amplitude versus the
frequency ratioFe /Fn over which the vibrations of a cylinder
control the vortex shedding. The vortex structure and its formation
process are significantly different from the case of cylinder oscil-
lation in the transverse direction. Depending on the values of the
frequency ratioFe /Fn , complete synchronization of vortex shed-
ding with the cylinder oscillation can occur either in antisymmet-
ric or symmetric mode. At frequency ratios other than the com-
plete synchronization frequency, there is mode competition and
switching between symmetric and antisymmetric vortex formation
@3#. Symmetric vortex formation and mode switching were not
found for cylinder oscillating in transverse direction of the flow.
However, the amplitude ratioA/D selected in their work is large
enough (A/D50.13) to produce control of the near wake struc-
ture over the frequency range from 1.6Fn to 2.5Fn . According to
the experiments by Griffin and Ramberg@2#, the minimum thresh-
old amplitude (A/D) to produce synchronization of vortex shed-
ding with the cylinder vibration is close to 0.06. To consider a
practical application as mentioned previously, the amplitude ratio
needs be small. In the present experiments, therefore, all the am-
plitude ratiosA/D selected are small and are less than the mini-
mum threshold of 0.06. Therefore, synchronization of vortex
shedding with the cylinder vibration may or may not be expected
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to occur. The vortex formation processes obtained by Ongoren
and Rockwell are expected to be different from the case of cylin-
der excitation at small amplitudes. The effects of these kinds of
vortex flows on the heat transfer around the cylinder are not
known.

In this work, one needs to find is there synchronization of vor-
tex shedding with the cylinder vibration at small amplitudes and
how the vortices form and affect the heat transfer around the
cylinder? What can we infer for the nature of the entire flow from
the local heat transfer measurements? Therefore, the present paper
will provide a better understanding of the flow structure and heat
transfer of air moving over a heated cylinder oscillating, at small
amplitudes, in the streamwise direction of the mean flow. Flow
visualization is made by smoke generation, which is facilitated
approximated 10Dupstream of the cylinder by a thin, electrically
heated wire coated with oil. The temperature distributions around
the cylinder wall are measured withK-type thermocouples and are
used to reduce the heat transfer data. The variation of the flow
structure and the heat transfer with the oscillating amplitudes and
frequencies will be systematically discussed.

Experimental Apparatus and Procedures
The cylinder is made of 50 cm long and 0.3 cm wall thick

Bakelite tube which has outside diameter of 3 cm. The purpose to
select a thin Bakelite tube is first to reduce both the radial and the
circumferential conduction of heat, second to reduce the vibration
load of the cylinder and third to maintain a certain kind of rigidity
that causes no deformation during vibration. To further reduce the
circumferential conduction of heat, a 0.05 cm thick rubber tube is
used to cover the cylinder. This makes the outside diameter of the
cylinder to be 3.1 cm. A 0.015 mm thick stainless steel foil is used
to glue on the tube. The electrodes are very small. They are fixed
at the ends of tubes that are extended to the outside of the wind
tunnel. After passing electric current through the foil, the cylinder
surface can be heated uniformly at desired heat flux conditions.
The tube ends are sealed with formed rubber for insulation. The
total heat loss to the ambient, which includes the conduction loss
along the cylinder wall and the radiation loss directly from the
steel foil, is estimated to be less than 2 percent.

The cylinder is placed horizontally~perpendicular to the direc-
tion of the gravitational force!, as shown in Fig. 1, in the test
section of a wind tunnel that has a cross section of 30 cm3 30
cm. The wind tunnel can provide a uniform airflow over the cyl-
inder with a turbulence intensity less than 0.7 percent. The
freestream velocity in the wind tunnel was measured with a Pitot
tube. The wall of the test section is made of Plexiglass to allow for
flow visualization. A horizontal slot of 3.5 cm wide is cut on each
of the sidewalls of the wind tunnel to allow the cylinder oscillat-
ing in the horizontal direction. The cylinder is holding by an alu-
minum frame which is connected to a cam driven by a motor at
desired speed. Two ball bearings fixed on the sidewalls of the
wind tunnel are used to allow the frame or the cylinder oscillating
in the streamwise direction to the mean flow but prevent oscillat-
ing in the transverse direction. By using different shapes of cam
and rotation speeds of the motor, a different amplitude and fre-
quency of vibration signal~sinusoidal!can be obtained. An accel-
erometer is attached to the cylinder wall to acquire and monitor
the amplitude of the vibration.

Flow visualization by smoke generation is facilitated by a thin,
electrically heated wire coated with oil. This thin wire is inserted
vertically across the cross section of the wind tunnel, as shown in
Fig. 1, and is at approximately 10D upstream of the cylinder. Due
to surface tension small amount of oil flows down slowly along
the wire from an oil pan in the top of the wind tunnel and causes
vaporization upon heating. To avoid turbulence generation which
can dissipate the smoke rapidly, the velocity of the flow remain
relatively low ~Re51600!during the flow visualization experi-
ments. Since the wire is very thin and is at a distance far from the

cylinder, it could not affect the upstream flow conditions. The
streamline of the flow and its pattern can be clearly visualized as
shown in the latter section.

To measure the circumferential temperature distribution around
the cylinder wall, a total of 30 thermocouples are inserted indi-
vidually into equally spaced small holes drilled in the tube wall in
order that the thermocouple junction can attach to the heated steel
foil. All the thermocouple junctions are coated with epoxy to
avoid electric contact with the foil. The thermocouple wires used
have very small diameterd50.05 mm. This can further reduce the
vibration load of the cylinder. To check the axial conduction loss
along the cylinder wall, some additional thermocouples are em-
bedded in the tube wall close to the ends. All the temperature
signals are acquired with a data logger and sent into a PC for data
processing and plotting. Before the experiments, all the thermo-
couples are calibrated in a constant temperature bath to ensure a
measurement accuracy of60.1°C.

To ensure that the stainless steel foil is heated uniformly, the
entire foil is cut into a number of long strips that are axial. The
strips are smoothly glued on the tube wall. There is no waviness
or overlapping of foils. Each strip is heated individually with an
equal amount ofd-c power. With the desired voltageV and cur-

Fig. 1 Schematic diagram of the experimental setup: „a… A,
wall of the wind tunnel, B, aluminum frame, C, stainless steel
foil, D, thermocouples, E, camera; and „b… A, oil pan, B, electric
resistance wire, C, cylinder, D, aluminum frame, E, electric step
motor, F, rotating cam, G, Pitot tube, H, thermocouple wires,
and I, connecting rod.
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Fig. 2 Vortex structure when antisymmetric mode occurs at t ÕTeÄ0.33 and 0.66 for Re Ä1600, A ÕDÄ0.048 and „a… Fe ÕFnÄ0, „b…
Fe ÕFnÄ2, „c… Fe ÕFnÄ1, „d… Fe ÕFnÄ0.5, and „e Fe ÕFnÄ1.5
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rent I passing through the thin strip, the heat flux along the surface
can be calculated and is equal toVI/A, whereA is the area of the
strip. The local heat transfer coefficient can be determined with
the following equation:

h5q/~Tw2To!. (1)

The uncertainty of the experimental data obtained in the present
system is determined according to the procedure outlined in the
references@4,5#. It is found that the maximum uncertainty in the
local Nusselt number is 3.5 percent, while the Reynolds number is
5.7 percent.

From the correlations listed in the references@6,7#, the Strouhal
number of the vortex shedding in the current experimental range
of the Reynolds number covered wasFnD/uo50.194. Therefore,
the shedding frequency of the vortex can be calculated at a given
flow speed and a known size of cylinder. The calculated shedding
frequencies agree well with the ones obtained from our experi-
mental observations. Therefore, the previous correlation was
adopted to find the shedding frequencies of the vortex in the
present work.

During the experiments, the excitation frequencies of the cylin-
der are selected at 0.5, 1, 1.5, 2, 2.5, and 3 times the natural
shedding~Strouhal! frequency of the vortex. In this way, one
could examine the effect of the cylinder excitation of the flow and
heat transfer at subharmonic frequencyFe /Fn50.5, harmonic fre-
quencyFe /Fn51, superharmonic frequenciesFe /Fn52, 3 and
nonharmonic frequenciesFe /Fn51.5, 2.5.

Results and Discussion

Flow Visualization. In general, the current flow visualization
results indicate that two different types of vortex formation can
occur, somewhat like those described in the report@3#, one is
symmetric and the other is antisymmetric type. For symmetric
type, the vortex shedding in both the upper and the lower side of
the cylinder occurs and grows simultaneously, at the same time
the vortex becomes synchronized with the cylinder oscillation. In
other words, the threshold amplitudes for the occurrence of syn-
chronization found by Griffin and Ramberg are at Re5100, which
cannot be used for air at a higher Reynolds number. For antisym-
metric type, the vortex shedding in either the upper or the lower
side of the cylinder occurs and grows alternately. The occurrence
of different types of vortex formation will depend on the oscilla-
tion frequency and amplitude of the cylinder. When the antisym-
metric type of vortex formation occurs, the shedding frequency of
the vortex does not vary at all with the oscillation frequency of the
cylinder, and is maintained at the natural shedding frequency~or
the Strouhal frequency! Fn of the vortex. This finding is com-
pletely different from the results of Ongoren and Rockwell@3# at
a higherA/D ~50.13!where cylinder oscillation controls the vor-
tex shedding. In some frequencies (Fe /Fn51, 1.5 and 2.5!of

cylinder oscillation, the switching between symmetric and anti-
symmetric mode occurs. However, one found that the antisymmet-
ric mode occurs most of the time at lower values of excitation
(Fe /Fn51.5), while the symmetric mode occurs most of the time
at higher values (Fe /Fn52.5). ‘‘Most of the time’’ means it oc-
curs twenty times for approximately every twenty one cycles!. At
Fe /Fn51, however, switching between symmetric and antisym-
metric mode occurs frequently. In the following presentation for
antisymmetric mode, instead of the complete cycle, only the vor-
tex structure at two particular instants, i.e.,t/Te50.33 and 0.66,
are presented and compared with each other at different excitation
frequencies. For symmetric mode, the vortex structures at smaller
time intervals are presented.

When the cylinder is stationary, the vortex formation process in
the wake region is shown in Fig. 2~a!. The formation of vortex is
due to the exponential growth of small disturbances in the shear
layer where the dominant mode of~fundamental!frequency is the
shedding frequencyFn of the vortex. When the cylinder is oscil-
lated at harmonic, subharmonic or superharmonic frequencies, the
small disturbances can be greatly amplified, the vortex can be
initiated and formed in an earlier stage. The formation length of
the vortex can be shortened greatly, as shown in Fig. 2. Instead of
occurring atFe /Fn51 as in the case of cylinder oscillation in the
transverse direction of the flow, complete synchronization of vor-
tex shedding with the cylinder oscillation occurs atFe /Fn52
where the formation length of the vortex is much shortened. By
carefully examining this vortex formation process, the small bud
of vortex is initiated and grows only when the cylinder is moving
in the reverse direction of the flow, but not when the cylinder is
moving in the forward direction. It appears that the cylinder mo-
tion in the reverse direction of the flow has the effect to amplify
the small disturbance of the shear layer and cause an earlier for-
mation of vortex, while the cylinder motion in the forward direc-
tion of the flow has the effect to suppress the small disturbance in
the shear layer and may eventually completely suppress the vortex
formation. Therefore, only the reverse motion of the cylinder can
cause the synchronization of vortex shedding with the cylinder
excitation. This explains why complete synchronization of vortex
shedding with cylinder excitation does not occur atFe /Fn51.
The explanation for the occurrence of synchronization is given in
Fig. 3. The circles and solid dots in Fig. 3 represent the vortex
shedding in the upper and the lower side of the cylinder, respec-
tively. They both are drawn in the positive ordinate. The sine
curves in Fig. 3 represent the oscillation of the cylinder. When the
sine curve touches either the circles or the solid dots, this repre-
sents the synchronization of this vortex shedding with the cylinder
oscillation. AtFe /Fn52, shown in Fig. 3~b!, the phase of vortex
shedding is completely locked in with the phase of cylinder mo-
tion in the reverse direction of the flow. The synchronization oc-
curs for cylinder oscillation at 2Fn andA/D greater than a thresh-

Fig. 2 „Continued …
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old value of 0.06 has been found by others@2,3#. One can expect
that the intense activity of the vortex formation in the close vicin-
ity of cylinder can greatly enhance the heat transfer in that region.

For excitation atFe /Fn51, only one side~either on the upper
or the lower side of the cylinder! of the vortex shedding can be
synchronized with the cylinder oscillation, as explained in Fig.
3~c!. When the suppression effect on one side of the vortex for-

mation is not strong enough, antisymmetric type of vortex forma-
tion occurs, as shown in Fig. 2~c!. The vortex is stronger and its
formation length is shortened, as compared with the case when the
cylinder is stationary. Therefore, a higher heat transfer due to the
intense activities of the vortices can be expected. When complete
suppression of vortex formation occurs in one~either the upper
and the lower!side of the cylinder, the cylinder motion in the
reverse direction of the flow still cause the initiation and forma-
tion of the vortex as in the other side of the cylinder and trigger
the symmetric type of vortex formation, as shown in Fig. 4~a!.
The vortex shedding frequencies in both modes are identical. The
switching between the two different modes are also found in other
work @3#. In the present work, however, switching of the two
different modes at other excitation frequencies (Fe /Fn51.5 and
2.5! is not so frequent as found in the former reference. At
Fe /Fn50.5, mode switching does not even occur. Vortex shed-
ding occurs only at antisymmetric mode.

For excitation atFe /Fn53, it appears that the vortex formation
process should be very similar to the case atFe /Fn51, as ex-
plained in Fig. 3~d!, except that the frequency of cylinder excita-
tion is higher and the excitation energy input into the flow per
second is higher. However, this large energy input can cause a
larger amplification of the disturbance in the shear layer for the
reverse motion of cylinder and a greater suppression of the distur-
bance for the forward motion of cylinder. Therefore, the antisym-
metric mode of the vortex formation can be completely sup-
pressed and only symmetric mode occurs, as shown in Fig. 4~b!.
The vortex formation length atFe /Fn53 is much smaller and the
vortex activity is more intense than the case atFe /Fn51 when
symmetric mode occurs. One can expect a much higher heat trans-
fer enhancement than the case atFe /Fn51. However, the vortex
structure formed atFe /Fn53 is much smaller than the case at
Fe /Fn52. Thus, a less enhancement in the heat transfer than the
case atFe /Fn52 is expected.

For excitation atFe /Fn50.5, 1.5, 2.5, the synchronization of
vortex shedding occurs every two of the vortex formation in either
the upper or the lower side of the cylinder, as explained in Figs.
3~e!, 3~f!, and 3~g!. However, the suppression of vortex shedding
for cylinder motion in the forward direction of the flow also oc-
curs every two of the vortex formation in the same side. For
excitation at low frequency such asFe /Fn50.5 and 1.5, the sup-
pression effect of the cylinder motion is not so effective that vor-
tex shedding occurs in antisymmetric mode and its shedding fre-
quency remains the same as the case when the cylinder is
stationary. However, the vortex structure atFe /Fn51.5 is more
irregular and its formation length is much smaller than the case at
Fe /Fn50.5, as shown in Figs. 2~d!and 2~e!due to the higher
excitation energy transmitting into the shear layer during the vor-
tex formation process, which can generate turbulent mixing with
the wake flow and greatly enhance the heat transfer in the back of
the cylinder.

For Fe /Fn52.5, the excitation frequency is so high that the
suppression effect of the cylinder motion becomes effective and
makes the onset of vortex shedding in symmetric type most of the
time, as shown in Fig. 4~c!. The number of vortex formation in a
given period of time can be counted. It is found that the vortex
shedding frequency is equal to the cylinder oscillation frequency.
That means that vortex shedding in the shear layer becomes syn-
chronized with the cylinder oscillation. The synchronization at
Fe /Fn52.5 has not been found in other reports@2,3#.

Heat Transfer. The current heat transfer data was validated
@1,8# by comparing our data with the ones obtained from the lit-
eratures when the cylinder is stationary. The agreement was found
to be very good. When the cylinder oscillates with an amplitude of
A/D50.048, the heat transfer can be significantly enhanced, as
shown in Fig. 5. From previous flow visualization, synchroniza-
tion of vortex shedding with cylinder excitation occurs atFe /Fn
52, 2.5 and 3. When synchronization of cylinder oscillation with
the vortex shedding occurs, the heat transfer results are much

Fig. 3 Phase of vortex shedding „circles and dots … relative to
phase of cylinder displacement „sin curve, A ÕD can be 0.048,
0.032, and 0.016 … as function of time for „a… Fe ÕFnÄ0, „b…
Fe ÕFnÄ2, „c… Fe ÕFnÄ1, „d… Fe ÕFnÄ3, „e… Fe ÕFnÄ0.5, „f… Fe ÕFn
Ä1.5, and „g… Fe ÕFnÄ2.5
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greater than the case at frequencies other than the synchronization
frequencies. It has been found@1# that for cylinder oscillation in
the transverse direction the heat transfer increases with the syn-
chronization frequency due to a greater oscillation energy input to
amplify the disturbance in the shear layer. However, the current
results do not follow this trend, as shown in Fig. 5. It appears that
the mechanism of synchronization occurred here is somewhat dif-
ferent from the case of cylinder oscillation in the transverse direc-
tion of the flow, except whenFe /Fn52. When Fe /Fn52, the

oscillation frequency of the cylinder in the reverse direction is
identical to and is completely synchronized with the natural shed-
ding frequency of the vortex, i.e., the natural instability causing
vortex formation in the shear layer in both the upper and the lower
side of the cylinder can be fully amplified by the cylinder excita-
tion. Therefore, synchronization of vortex shedding with the cyl-
inder oscillation atFe /Fn52 can lead to a maximum enhance-
ment in the heat transfer, as shown in Fig. 5. When the natural
instability causing vortex formation in the shear layer in either the

Fig. 4 Vortex structure when symmetric mode occurs with Re Ä1600, A ÕDÄ0.048 and „a… Fe ÕFnÄ1, „b… Fe ÕFnÄ3, and „c… Fe ÕFn
Ä2.5 „V1, V2, and V3 represent the vortex No. 1, vortex No. 2 and vortex No. 3, respectively
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upper or the lower side of cylinder is suppressed by the cylinder
motion in forward direction of the flow, the backward motion of
cylinder can generate instability causing synchronized vortex
shedding in symmetric mode. The vortices formed are not so large
which is able to have an intense activity in the near wake to
enhance the heat transfer as the case atFe /Fn52. This is the case
for both Fe /Fn52.5 and 3. However, it appears that the suppres-
sion effect of the cylinder motion is more serious atFe /Fn53
than atFe /Fn52.5. ForFe /Fn52.5, although the cylinder oscil-
lation is synchronized with every two of the vortex initiated in one

side ~either the upper or the lower side! of the cylinder, as ex-
plained in Fig. 3~g!, the phase of the vortex shedding in the other
side of the cylinder is close to the phase of the cylinder displace-
ment. This can readily cause wake capture and lead to greater
enhancement of the heat transfer atFe /Fn52.5 than atFe /Fn
53. In other words, as the cylinder excitation frequency is closer
to 2Fn , a greater~but still less than the case ofFe /Fn52) en-
hancement in the heat transfer is expected to be obtained. This is
also the case when the cylinder excitation frequency is less than
2Fn .

Fig. 4 „Continued …
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WhenFe /Fn<1.5, this is the case when synchronization does
not occur, the heat transfer increases with the excitation fre-
quency, as shown in Figs. 5, 6, and 7. This is attributed to the fact
that a higher frequency excitation of cylinder can provide more
energy to disturb the flow, which causes an earlier formation of
the vortex and a greater enhancement in the heat transfer. For
Fe /Fn51, synchronization of vortex shedding with the cylinder
oscillation does occur only when the symmetric mode appears.
When the antisymmetric mode appears, vortex shedding is not
synchronized with the cylinder oscillation. Even when synchroni-
zation occurs, the vortices generated are small and the formation
length is relatively large, as shown in Fig. 4~a!. As one compares
the vortex formation length at antisymmetric mode with that at
symmetric mode, as shown in Fig. 2~c!, the vortex formation
length for both modes is approximately the same. In other words,
synchronization occurred atFe /Fn51 does not benefit the heat
transfer. The enhancement in the heat transfer for an average of
both modes is not large, as shown in Fig. 5.

Note that the vortex shedding and its interaction with the wake
can only enhance the heat transfer in the back of the cylinder.
However, the enhancement in the heat transfer is found not only in
the back but also in the front and the stagnation point of the
cylinder. This phenomenon is also found for cylinder excitation in
the transverse direction@1#, since the intense activity of the vor-
tices in the wake region could not possibly affect the flow in the
upstream, especially in the forward stagnation point. One can
readily conclude this point from flow visualization experiments. It
appears that the cylinder excitations not only amplify the instabil-
ity occurred in the shear layer of the near wake but also the insta-
bility occurred in the stagnation point and its downstream region.
The only chance that the dominant mode of instability in these
regions can be amplified simultaneously by the cylinder excitation
is that the dominant modes of instability, i.e., the fundamental
frequencies, in these regions are the same. Therefore, one con-
cludes that the instability~natural!occurred in the shear layer of
the near wake is actually generated far upstream in the stagnation
point region. It appears that when the natural instability around
the cylinder is suppressed by the forward motion of the cylinder,
new instability around the cylinder is initiated by the backward
motion of the cylinder. This new instability is synchronized with
the cylinder oscillation and leads to symmetric vortex formation.
When the frequency of the instability generated by the cylinder
oscillation is closer to two times the frequency of the natural
instability ~i.e., the Strouhal frequency!, a greater enhancement in
the heat transfer is obtained.

As the Reynolds number increases, the shedding frequency of

vortex increases significantly. Due to the limitation of the current
experimental facility, the maximum frequency of excitation one
can reach isFe /Fn52.5 for Re51900 andFe /Fn51.5 for Re
53200. The greater enhancement in the heat transfer atFe /Fn
52 and 2.5, as shown in Figs. 6~a! and 6~b!, suggests that syn-
chronization also occurs at higher Reynolds numbers. However,
the percentage of the heat transfer enhancement at higher Rey-
nolds numbers is higher than that at lower Reynolds numbers. The
trends found for streamwise oscillation of cylinder reverse the
trends found for transverse oscillation of cylinder@1#. This is at-
tributed to the fact that at a higher Reynolds number the amplifi-
cation of disturbance by the reverse motion of cylinder is more
efficient than the amplification of disturbance by the flow itself.
Therefore, one can expect that to get the same percentage of heat
transfer enhancement, the excitation energy, i.e., the excitation
amplitude, provided can be smaller. Note that the heat transfer at
Fe /Fn51.5 is still very high especially at a high Reynolds num-

Fig. 5 The Nusselt number distributions around the cylinder
at different excitation frequencies for Re Ä1600, A ÕDÄ0.048

Fig. 6 The Nusselt number distributions around the cylinder
at different excitation frequencies for A ÕDÄ0.048 and „a… Re
Ä1900 and „b… ReÄ3200
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ber. As explained in Fig. 3~f!, although the cylinder oscillation is
synchronized with every two of the vortex initiated in one side
~either the upper or the lower side! of the cylinder, the phase of
vortex shedding in the other side is close to the phase of the
cylinder displacement. This will cause earlier initiation and more
rapid growth of the vortex, as shown in Fig. 2~f!.

At a lower amplitude excitation of cylinder, as shown in Fig.
7~a! and 7~b!, the heat transfer enhancement is reduced. This is
due to the fact that the excitation energy provided to disturb or
amplify the instability in the flow become small. However, the
heat transfer atFe /Fn52, 2.5, and 3 is still significantly larger
than at other frequencies where synchronization is not expected to
occur. It appears that synchronization of vortex shedding with the
cylinder oscillation still occurs at these small amplitudes. When
the oscillation frequency of the cylinder is expected to completely
synchronize with the natural shedding frequency of the vortex,
i.e., at Fe /Fn52, the enhancement in the heat transfer is the
higher than the cases atFe /Fn52.5 and 3. Synchronization at
these small amplitudes is not reported in the literatures@2,3#. The
threshold amplitude versus the frequency ratioFe /Fn for the con-
trol of cylinder oscillation over vortex shedding in the report by
Griffin and Ramberg@2# suggests that synchronization of vortex
shedding with the cylinder excitation does not occur in these small

amplitudes. Therefore, the current findings do not support previ-
ous conclusions in the literature. This may be caused by the dif-
ference of the Reynolds numbers used in a different work. The
Reynolds number in experiments by Griffin and Ramberg is at
Re5100 and 190 which is significantly lower than the one used in
the current experiments.

Similar trends as discussed previously can be observed in Fig. 8
for the stagnation point heat transfer and Fig. 9 for the average
heat transfer. In the experimental ranges covered for the Reynolds
number from 1600 to 3200 andA/D from 0.016 to 0.048, in
general, the decrease in the Reynolds number or the decrease in
the excitation amplitude of the cylinder leads to a less enhance-
ment of heat transfer. To obtain a higher heat transfer enhance-
ment at small amplitude oscillation, the excitation of cylinder
must be synchronized with the shedding of the vortex. The simul-
taneous enhancement of the heat transfer at the back, the front
side and the stagnation point of the cylinder at smaller amplitudes
suggests again that the instability occurred in the back of the
cylinder is actually initiated far upstream at the stagnation point.
The instability is suppressed as the flow moves up the cylinder
and accelerates, and re-amplified as the flow moves down the
cylinder and decelerates. Excitation of the cylinder can amplify
the instability, disturb the flow and enhance the heat transfer, es-
pecially when synchronization occurs.

Conclusions
Current experiments are performed for Re in the range from

1600 to 3200,A/D from 0 to 0.048 andFe /Fn from 0 to 3.0.
Flow visualization has provided a clear vortex structure that
grows more rapidly as the dominant mode of the instability in the
shear layer can be amplified by the excitation. Synchronization of
the vortex shedding with the cylinder oscillation occurs not only
at Fe /Fn52 but also atFe /Fn52.5 and 3, which can greatly
enhance the heat transfer. AtFe /Fn52.5 and 3, however, due to
the suppression effect by the forward motion of the cylinder, vor-
tex formation appears in symmetric mode. Only part of the exci-
tation energy can be used to disturb the flow. This leads to a
smaller enhancement in the heat transfer than the case atFe /Fn

Fig. 7 The Nusselt number distributions around the cylinder
at different excitation frequencies for Re Ä1600 and „a… A ÕD
Ä0.032 and „b… A ÕDÄ0.016

Fig. 8 The stagnation point Nusselt number for cylinder exci-
tation at different frequencies and amplitudes with „a… Re
Ä3200, „b… ReÄ1900, and „c… ReÄ1600
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52. Synchronization can also occur at very small amplitudes of
excitation, which can also greatly enhance the heat transfer. This
has not been found in other reports. At higher Reynolds number
~Re 11600!, enhancement in the heat transfer becomes greater. For
Fe /Fn<1.5, the vortex formation length decreases and the vortex
becomes stronger which leads to a greater enhancement in the
heat transfer as the excitation frequency of the cylinder increases.
In general, the accompanying enhancement of the heat transfer in
both the stagnation point and its downstream region suggests that
the dominant mode of the instability occurred in the wake region
is actually initiated in the stagnation point region, which is sup-
pressed in the accelerated flow region and re-amplified in the de-
celerated flow region. Therefore, as the cylinder oscillation fre-
quency is closer to twice the natural instability frequency~i.e., the
Strouhal frequency! in the shear layer, a greater enhancement in
the heat transfer at every point around the cylinder is obtained.
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Nomenclature

A 5 oscillating amplitude of cylinder
D 5 diameter of cylinder

Fe 5 oscillating frequency of cylinder
Fn 5 natural shedding frequency of the vortex

h 5 convective heat transfer coefficient
I 5 electric dc current
k 5 thermal conductivity of air

Nu 5 local Nusselt number,hD/k
q 5 heat flux

Re 5 Reynolds number,uoD/n
St 5 Strouhal number,FnD/uo

t 5 time
Te 5 the period for complete cycle of vortex formation, 1/Fn

T 5 temperature
u 5 velocity
V 5 voltage

Greek Symbols

n 5 kinematic viscosity
u 5 angle measured from the stagnation point

Subscript

ave 5 refers to average
o 5 refers to freestream

stag5 refers to stagnation
w 5 refers to the wall of cylinder

References
@1# Gau, C., Wu, J. M., and Liang, C. Y., 1999, ‘‘Heat Transfer Enhancement and

Vortex Flow Structure over a Heated Cylinder Oscillating in Cross-Flow Di-
rection,’’ ASME J. Heat Trasfer ,121, No. 4, pp. 789–795.

@2# Griffin, O. M., and Ramberg, S. E., 1976, ‘‘Vortex Shedding from a Cylinder
Vibrating in Line With an Incident Uniform Flow,’’ J. Fluid Mech.,75, pp.
257–271.

@3# Ongoren, A., and Rockwell, D., 1988, ‘‘Flow Structure form an Oscillating
Cylinder, Part 2. Mode Competition in the Near Wake,’’ J. Fluid Mech.,191,
pp. 225–245.

@4# Kline, S. J., and McClintock, F. A., 1953, ‘‘Describing Uncertainties in Single-
Sample Experiments,’’ Mech. Eng.~Am. Soc. Mech. Eng.!,75, pp. 3–12.

@5# Coleman, H. W., and Steele, W. G. 1999,Experimentation and Uncertainty
Analysis for Engineers, Wiley, New York.

@6# Roshko, A., 1954, ‘‘On the Drag and Shedding Frequency of Two-
Dimensional Bluff Bodies,’’ NACA Technical Note, p. 3169.

@7# Zdravkovich, M. M., 1982, ‘‘Modulation of Vortex Shedding in the Synchro-
nization Range,’’ ASME J. Fluids Eng.,104, pp. 513–517.

@8# Wu, S. X., 1998, ‘‘Vortex Formation Process and Heat Transfer over a Heated
Cylinder Oscillating in the Streamwise Direction of the Flow,’’ M. S. thesis,
National Cheng Kung University, Tainan, Taiwan, ROC.

@9# Takahashi, K., and Endoh, K., 1990, ‘‘A New Correlation Method for the
Effect of Vibration on Forced Convection Heat Transfer,’’ J. Chem. Eng. Jpn.,
23, No. 1, pp. 45–55.

Fig. 9 The average Nusselt number for cylinder excitation at
different frequencies and amplitudes with „a… ReÄ3200, „b… Re
Ä1900, and „c… ReÄ1600

1148 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X. D. Chen

X. Y. Xu
Department of Chemical and Materials

Engineering,
The University of Auckland,

Private Bag 92019,
Auckland, New Zealand

S. K. Nguang
Control Engineering Group,

Department of Electrical and Electronic
Engineering,

The University of Auckland,
Private Bag 92019,

Auckland, New Zealand

Arthur E. Bergles
Department of Mechanical Engineering,

Aeronautical Engineering and Mechanics,
Rensselaer Polytechnic Institute,

Troy, New York, U.S.A.

Characterization of the Effect
of Corrugation Angles on
Hydrodynamic and Heat Transfer
Performance of Four-Start Spiral
Tubes
A series of four-start spirally corrugated tubes has been subjected to heat transfer and
hydrodynamic testing in a double-pipe heat exchanger. The study has been focused on the
non-symmetric nature of the corrugation angles along the longitudinal direction. Both
friction factors and heat transfer coefficients inside the tubes have been correlated against
various process parameters. It can be shown that by altering the internal non-symmetric
wavy shapes of the tubes, one is able to manipulate heat transfer and friction character-
istics. The experimental results have been compared with some popular correlation mod-
els developed previously for both friction and heat transfer for corrugated tubes. Consid-
erable differences between the experimental results and the predictions made using the
existing correlations have been found and the probable causes have been discussed.
Performance evaluation criteria are presented using the standard constant power crite-
rion. A neural network modeling approach has been taken so that, based on the limited
data, one can generate the contour showing the effect of corrugation angle on heat
transfer coefficient for geometry optimization purposes.@DOI: 10.1115/1.1409261#

Keywords: Enhancement, Heat Transfer, Heat Exchangers, Internal

Introduction
The design of high performance thermal systems is still stimu-

lating considerable interest. The conventional heat exchangers are
improved by means of a number of argumentation techniques.
Many types of surface enhancements have been studied for the
augmentation of forced convection heat transfer inside tubes.
Sand grain tubes@1#, transverse ribbed tubes@2#, finned tubes@3#,
wire-coil-inserted tubes@4# and spirally corrugated tubes@5–9#
have been extensively investigated and some of these have been
used as augmentative devices for enhancing the turbulent flow
heat transfer coefficient. There are a number of rather comprehen-
sive review articles published previously on this topic, e.g., a re-
cent one by Ravigururajan and Rabas@8#.

The spirally corrugated tube is widely used in the industry and
has several advantages over other modified surfaces, i.e., easier
fabrication, higher enhancements~compared with the flat surface!
of the heat transfer coefficient, and limited increase in friction
loss. This type of tubes is not only used for the shell-side as well
as for the tube-side heat transfer enhancement.

It is generally accepted that four geometric parameters are suf-
ficient for characterizing the spirally corrugated tube, i.e., the
groove pitch (P), the groove depth (Hi) ~in this work this refers
to the internal ridge height!, the helix angle~a! and the groove
shape~see Fig. 1~a!and~b!!. A change in any of these parameters
should affect the heat transfer and friction characteristics of the
tube. The performance evaluation criteria have also been estab-
lished and summarized by various authors@10–12#. There have
been a number of experimental work done and correlation equa-
tions established in literature@1–9,18–20#.

The effect of groove shape~or the effect of the angles in Fig.
1~c!, which shows a non-symmetrical groove investigated in the

current work!has not been reported in previous literature. Here
the angles of interest area8 anda9 ~Fig. 1~c!!which can be seen
to be different from the helix anglea ~Fig. 1~a!!. Because of the
non-symmetrical nature along the longitudinal direction, one ex-
pects quite different fluid flow patterns occurring in the grooves if
the fluid is fed in at different direction into the tube, thus inducing
different frictional and heat transfer characteristics. The conse-
quence of this non-symmetric feature has been evaluated in the
current work.

This paper describes the results of an experimental investiga-
tion testing the performance of nine spirally corrugated tubes with
different wavy shapes of the non-symmetrical nature as mentioned
above. A neural network approach has been undertaken to corre-
late the data and to produce the empirical formula for practical
use.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 29,
2000; revision received April 23, 2001. Associate Editor: B. T. F. Chung.

Fig. 1 Characteristic parameters of the spirally corrugated
tube „the dashed lines are the outlines one would see from the
outside of the tube …; a is the usual helix angle.
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Experimental

Experimental Setup. The experimental work was carried out
in a double-pipe heat exchanger~refer to Fig. 2!in the Department
of Chemical and Materials Engineering of the University of Auck-
land. The experimental set-up shown in Fig. 2 consisted of a
double-pipe heat exchanger, steam jacketed tank, water tank, rota-
meters, pumps and data acquisition unit. Tap water was used as
the working liquid for both streams through the heat exchanger.
The heat exchanger was degassed during each start-up period. The
fluid flow was arranged in a counter-flow mode within the heat
exchanger to give a large log-mean-temperature-difference
~LMTD! for better measurement accuracy. Hot water was pre-
pared in a steam-jacketed kettle. A 0.96-kW electric powered
pump was used for the annulus side loop and a 0.75-kW one for
the tube side. Three standard variable-area flow tubes~Fisher
Controls Limited, England! were used to measure the water flow
rates for both streams. A 24E rotameter was used for the tube side;
a 35E rotameter for the annulus side and, another 35E for moni-
toring the mixing of cold water with the water to achieve the
required steady state temperature.

Nine spirally corrugated copper tubes with different wavy
shapes but similar corrugation heights were selected in this inves-
tigation from a large number of tubes manufactured specially for
this study using a 3 wheel-head compression-extrusion facility

available at Parex Industries~Auckland, NZ!. Figure 3 shows a
photo of the corrugated tubes. The geometric parameters are listed
in Table 1. The heat exchanger was set up at the vertical direction
with the flow entered the tube at the bottom end. The straight-
length of the tubes was 1.015 meter. The annular diameter was 50
mm and the internal tube diameter was 19.2 mm. The inner tube
was either a smooth or a spirally corrugated copper tube. A pair of
brass connectors was made for connecting the tube and the pipe
for easy alteration of inner tubes. Both inlet and outlet tempera-
tures in the shell-side and the tube-side streams were measured
using type-T thermocouples. Four temperature probes of 3 mm
diameter were mounted directly on a miniature plug and linked
through a Hewlett-Packard 61013A Digital Multimeter and a
61011A Relay Multiplexer, to a IBM 286 computer for displaying
and recording the data. The temperature readings had errors
within 60.2°C. Insulation~50 mm! was applied on all the ele-
ments of the test section to minimize heat losses.

To verify the experimental set-up, a smooth copper tube, which
had the same nominal diameter as the spirally corrugated tubes,
was used to measure for both friction factor and heat transfer
coefficients. An inverted U-tube manometer was used to measure
the pressure drop along the length of the tube. Clear plastic tubes
were used so that air bubbles could be visualised and eliminated.

Experimental Procedure. Pressure drops were all measured

Fig. 2 Schematic diagram of the experimental setup

1150 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



at room temperature and under turbulent flow regimes. A series of
runs at different flow rates was carried out for each tube in the D-1
and D-2 direction~as shown in Fig. 1!. The height of the water
column in each side of the manometer and the corresponding flow
rate and inlet and outlet water temperatures were recorded. The
experimental procedure for heat transfer performance was the
same for all the tubes tested in the present work. All the tests were
performed after steady state was attained. The cold water was
placed in the annulus and the hot water in the tube. The cold water
was maintained at constant flow rate~33.0L/min! for all test runs
and an essentially constant temperature difference between the
inlet and the outlet of the shell side was held~360.2°C!. The
average temperatures in the shell side were maintained at the level
of 28–33°C. All these ensured a constant shell side heat transfer
coefficient (ho). The tube side temperature drops were in general
greater than 9°C, the inlet temperatures were from 70 to 76°C and
the flow rates were from 5L/min to just over 15L/min. In each
run, once the steady-state temperatures had been reached, the tem-
perature readings over a period of 7;10 minutes were saved and
averaged for later data analysis. A heat balance of the two sides in
all the runs reported here were between62 percent and65 per-
cent. The Prandtl number ranged from;2.3 to 2.6. The Reynolds
numbers ranged from 13,000 to 41,000 and the tube side heat
transfer coefficients (hi) ranged from around 4,000 to about
12,000~W.m22.K21!. The heat flows from the annulus side to the
tube side were in the order of 13104 W.

Data Analysis
For the determination of the tube-side friction factors and con-

vective heat transfer coefficients, the flow rates, temperatures of
the inlet and outlet streams, and the pressure drops along each
tube were measured. The following standard equations were used
for the analyses@21#.

Friction Factor. The pressure drop data were converted to
Fanning friction factors using the following equation:

f 5
DigDH

2V2L
. (1)

The Fanning friction factors for both smooth and spirally corru-
gated tubes are related to theReynoldsnumber by the following
equation, which has been widely accepted in the literature,

f 5
b

Rej . (2)

Here, theReynoldsnumber is defined as Re5rVDi /m andb is a
constant, andj is the power of the Re dependence function.

For smooth tubes, the classical Blasius equation applies with
bsmooth50.079 andj smooth50.25 @21#. A plot of ln f versus lnRe
should give a straight line with a slope of2 j and a intercept of
ln b.

Heat Transfer Coefficient. The rate of heat transfer is deter-
mined experimentally by

q5ṁCpDTtube, (3)

where DTtube5 inlet temperature—outlet temperature. The log-
mean temperature difference~LMTD! was used to determined the
overall heat transfer coefficientU. The result for the integrated
energy equation can then be written as

q5UAi~LMTD!. (4)

The overall heat transfer coefficient can then be determined by
substituting Eq.~3! into ~4! to give

U5
ṁCpDTtube

Ai~LMTD!
. (5)

The overall heat transfer coefficient based on the inside surface
area of a clean tube is influenced by three components

Fig. 3 Photo of spirally corrugated tubes

Table 1 Copper tube specifications used in this work
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1

UAi
5

1

hiAi
1

Rw

Ai
1

1

hoAo
. (6)

Rw is the tube wall thermal resistance,Rw5r i ln(ro /ri)/k. Because
the wall is made of copper and is of about 1 mm thick giving a
resistance in the order of 131026 K.m2.W21, this resistance has
been assumed to be negligible when compared with the convec-
tive resistances ~which are in general greater than 1
31024 K.m2.W21!. Again because the tube wall is thin~about 1
mm! it has been assumed thatAi'Ao .

As mentioned in the experimental section, the heat transfer co-
efficient of the shell side was kept constant. The last term of Eq.
~6! can then be taken as a constant,B. The following can then be
obtained

1

U
5

1

hi
1B. (7)

Nothing that theNusseltnumber for the tube side can be given by

Nu5
hiDi

kw
5C• RemPrn. (8)

C is 0.023,m50.8, andn50.3 for the smooth tube@21#. The
Reynolds number exponent~m! is known to vary from 0.8 for
smooth tubes to a maximum of 1.17 for the roughest tubes@6,9#.
Although there are other correlations which can be used to treat
the data points but none of these allows a simple-effective com-
parison of the effect of angle in this study. While keepingn
50.3, the exponent~m! in Eq. ~8! had been varied in the data
analysis but the improvement in linearity in the correlation pre-
sented here was minimal thus this value was taken as 0.8 for all
cases. As such, it was very convenient to simply useC ~in Eq. 8!
as the parameter for the purpose of comparison, without worrying
about the parameter~m! being variable at the same time.

Following Eq.~7! and ~8!, we can now have

1

U
5

1

C

1

Re0.8Pr0.3
kw

Di

1B. (9)

A Cartesian plot of 1/U versus (Re0.8Pr0.3(kw /Di))
21 should

yield a straight line, giving a slope 1/C and an interceptB ~Typical
examples are given in Fig. 4; in general the results had the corre-
lation coefficientr 2 better than 0.98.!

Performance Evaluation Criteria „PEC…. Bergles et al.@10#
presented their PEC for enhanced heat transfer surface in 1974,
and Webb@11# extended it and established a broad range of PEC
applicable to single-phase flow in tubes in 1981. A major PEC is
to maximize the heat transfer rate for equal pumping power and

nominal heat exchanger surface area. The criteria can be conve-
niently expressed by an enhancement factorh* , which is defined
as the ratio of the spirally corrugated tube side heat transfer coef-
ficient (hia) to the smooth tube side heat transfer coefficient (his)
for equal pumping power:

h* 5S hia

his
D

equal pumping power

(10a)

The tube side heat transfer coefficienthia of each spirally corru-
gated tube is calculated using the equivalent flat pipeReynolds
numbers (Reeq) @12# using the correlation established in this study.
The equivalent Reynolds number for this criterion is defined as
follows:

Reeq5S b

bsmooth
• Re32 j D 1/32j smooth

, (10b)

where, ‘‘smooth’’ denotes the values for the smooth tube.

Neural Network Analysis. The neural network analysis was
undertaken to generate the contour plot showing how the correla-
tion constant in Eq.~8!, C, varies with the two angles of interest.
Because the difficulty involved in making the angles that would
match an ideal experimental design for statistical purposes, the
non-uniform data point distribution was thought to be best char-
acterized by the neural network approach. The neural network
technique used here is based on the Radial Basis Function~RBF!
Network which were first used within the neural network commu-
nity in 1988 by Broomhead and Lowe@13#. These networks were
originally proposed as a technique for modelling data in high-
dimensional space@14#. Recently, RBF networks have been
widely used for data modelling and control task. In a series of
papers by Chen et al.@15–17#, a variety of different learning al-
gorithms have been used to train the RBF networks for a wide
range of different modelling problems. Here, the radial basis func-
tions have a special structure, that is,

f i~X!5R~ iWi2Xi2!, (11)

whereWi is the n-dimensional vector denoting the center of the
ith basis function,i"i2 is the common Euclidean norm, and
R(•) is a univariate function fromR1 to R. The network output is
then formed from a linear combination of these basis functions.
For predicting the heat transfer coefficient~here, the coefficientC
is the object representing heat transfer coefficient as mentioned
above!as influenced by the angles illustrated in Fig. 1, the radial
basis function that we consider is of the form

f i~X!5exp~2iWi2Xi2
2Bi !, (12)

where Wi is the n-dimensional vector andBi is the bias. The
network output is given by

ŷ5BL1(
i 51

k

Li f i~X!, (13)

whereLi andBL are constants. There are essentially three angles
one can use to describe the shape of the corrugation~refer to Fig.
1!. Attempts have been made to correlate the angles with the
friction factors, but this was not successful. All the three angles
~a8, a9 and 180 deg2~a81a9!! were first normalized based on
180 deg. Exercises were carried out to see if each of the angles
had effects on heat transfer coefficients. The network input vector
is

X5 H @a8 a9 ~a81a9!#/180 deg for D22
@a9 a8 ~a81a9!#/180 deg for D21 (14)

The network output isy5C.
We picked~with no preference!the following set of data for

training the network: the values of all the above three angles, the
values ofC ~see Eq.~8!! for no. 35, 40, 45, 50, and 55 were

Fig. 4 Plot for obtaining the constants C in Eq. „8… for copper
tubes at D-2 direction

1152 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



selected for direction D-1 and nos. 1, 2, 3, and 4 were chosen for
direction D-2~refer to Tables 1 and 3!. The remaining nine sets of
data were used for testing the network. The MATLAB Neural
Network Toolbox was used to train the network. It was found that
four radial basis neurals are good enough for predicting the heat
transfer coefficients. The four radial basis functions are given as
follows:

f i~X!5exp~2iWi2Xi2
2Bi ! for i 51,2,3,4, (15a)

where

W15@0.3050 0.1822 0.4872#, B150.8325 (15b)

W25@0.1583 0.2633 0.4217#, B250.8325,

W35@0.2822 0.1467 0.4289#, B350.8325,

W45@0.1650 0.2700 0.4350#, B450.8325, and,

L1533.2602, L25139.7302,L35231.3159,

L452141.5159,BL520.0166

Results and Discussion

Friction Factor. The calculated friction factors of the smooth
copper tube tested were found to be satisfactorily correlated by the
classical Blasius equation, over the range of Reynolds number
from about 10,000 to 25,000 with relative errors within62 per-
cent. The same technique was applied to the spirally corrugated
tubes to generate the results off versus Re. Because the wavy
shape is not symmetrical, two different flow directions showed
considerable differences in both hydrodynamic and heat transfer

performance. Both flow directions D-1 and D-2~see Fig. 1!were
investigated. The values forb andj for each tube~see Eq.~2!! are
listed in Table 2 withr 2 values of better than 0.95.

The calculated Fanning friction factors of the smooth and all
spirally corrugated tubes are plotted against Reynolds number for
both flow directions in Fig. 5. The friction factors of the spirally
corrugated tubes are clearly greater than that of the smooth tube
under the same operation conditions. Also, it can be seen that the
effect of the corrugation angle~thus the effect of flow direction! is
very significant.

The pressure drop results were compared with the correlation
by Ravigururajan and Bergles@18# for several internally ribbed
tubes with wide ranges ofHi /Di(0.01– 0.2), P/Di(0.1– 7.0),
a/90~0.3,1.0!, flow parameters Re~5,000–250,000!and Pr~0.66–
37.6!:

f

f s
5H 11F29.1 Rek1S Hi

Di
D k2S P

Di
D k3S a

90D
k4

3S 11
2.94

no
sinc D G15/16J 16/15

, (16)

where, f s is Filenenko’s smooth tube fraction factor which is de-
fined as

f s5~1.58Ln Re23.28!22 (17)

and

Fig. 5 Dependence of the Fanning friction factors of spirally corrugated tubes on Reynolds numbers

Table 2 The values of j and b „Eq. „2…… for spirally corrugated tubes „r 2Ì0.95…
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k150.6720.06
P

Di
20.49

a

90

k251.3720.157
P

Di (18)

k3521.6631026 Re20.33
a

90

k454.5914.1131026 Re20.15
P

Di
,

where,no is the number of sharp corners facing the flow andc is
the profile’s contact angle@18#.

As an example, for the D-1 direction, the friction factor results
of tube no. 2 can be shown to be close to the values predicted by
this general correlation. The results of tube no. 35 are higher
than the values predicted and the errors are up to some 25 percent
in the Re range tested. Generally the errors are smaller for larger
Reynolds numbers at D-1 direction. The correlation gives a rather

flat curve but the experimental results show more significant
declining trends as Reynolds number increases. Figure 6 shows
the comparison results for two tubes~i.e., the no. 2 and no. 35
tubes!for both the D-1 and the D-2 directions, respectively. One
can see that there are significant differences between the two flow
directions.

Heat Transfer Coefficient. The experimental tube-side heat
transfer coefficient for water in a smooth tube was first deter-
mined. The Dittus and Boelter equation~i.e., Eq. ~8! with m
50.8, n50.3, andC50.023@21#! was used to verify the experi-
mental set-up. The result of the constantCsmooth'0.024 for this
smooth copper tube agrees well with the value 0.023 in the Dittus
and Boelter equation. The experimental technique for the spirally
corrugated tubes was the same as that used for the smooth tube.
The C values~Eq. ~8!! are shown in Table 3, withr 2 values that
are all better than 0.98.

Examples of the calculated heat transfer coefficients plotted
against Reynolds number for the D-1 and D-2 flow directions~for
the same Pr and k!are presented in Fig. 7. All the tubes show a

Fig. 6 Comparison of the friction factors for the tubes no. 2 and no. 35

Table 3 C values of the tubes tested „r 2Ì0.98…
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certain degree of heat transfer enhancement. Tube no. 4 had the
highest heat transfer enhancement of 272 percent for the flow
direction D-1 when compared to the smooth tube; tube no. 1 had
the lowest enhancement of 206.8 percent. However, for flow di-
rection D-2, the heat transfer enhancement ranged from 231 per-
cent to 246 percent for all tubes. It was difficult to recognize
which angle plays a more important role in heat transfer.

The heat transfer results have been compared with previously
established models~i.e., the correlations from Ravigururajan and
Bergles @18#, Srinivasan and Christensen@19#, and Wang et al.
@20# which are popular correlations! ~see Fig. 8!. These models
are listed below.

Ravigururajan and Bergles

Nu

Nus
5H 11F2.64 Re0.036S Hi

Di
D 0.212S P

Di
D 20.21S a

90D
0.29

Pr0.024G7J 1/7

,

(19)

where the reference Nus is given as

Nu35
~ f s/2!RePr

1112.7~ f s/2!~Pr2/321!
. (20)

Fig. 7 Dependence of heat transfer coefficients of spirally corrugated tubes against Reynolds numbers

Fig. 8 Comparison of heat transfer coefficients for tubes no. 2 and no. 35

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1155

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Srinivasan and Christensen

~i! for 500<Re<5,000

Nu

Pr0.450.014 Re0.842S Hi

Di
D 20.067S P

Di
D 20.293S a

90D
20.705

(21)
~ii! for 5,000<Re<80,000

Nu

Pr0.450.064 Re0.773S Hi

Di
D 20.242S P

Di
D 20.108S a

90D
20.599

(22)

Wang et al.

Nu50.178 Re0.77Pr0.4S Hi

Di
D 0.19S P

Hi
D 20.2

(23)

One must notice that none of these correlations have the influence
of the flow direction due to the non-symmetrical nature of the
corrugation angles examined here~see Fig. 1!. It was found that
the experimental heat transfer coefficients agreed with the general
trends predicted by the correlations of Ravigururajan and Bergles
@18# and Wang et al.@20# for all tubes with differences of up to
3000 W.~m2.K!21 ~see Fig. 8!. The results of this study did not
support the correlation presented by Srinivasan et al.@14#. This
may well be due to the different tube parameter range for helix

angle ~a/90 deg! ~from 0.3 to 0.65 for the correlation of Srini-
vasan et al.and from 0.655 to 0.703 for this study!.

Performance Evaluation. As a standard practice, the perfor-
mance evaluation must be carried out with a new geometry. The
enhancement factors for the tested spirally corrugated tubes were
calculated by Eq.~10! and plotted against the equivalent Reynolds
number@12# for constant pumping power in Fig. 9. The enhance-
ment factorsh* were between 1.07 and 1.72 for flow direction
D-1 and between 1.31 and 1.46 for D-2. Tube no. 4, which gave
good heat transfer performance in the testedReynoldsnumber
range, is regarded as the best of all the tubes for the D-1 flow
direction; tube no. 35 gave the best performance in its D-2 flow
direction.

Neural Network Modeling of the Effect of Corrugation
Angle. This method was used, as it is an effective way to derive
the response surface of the coefficientC for the current set of data.
To validate the model developed based on a number of data points
obtained in this study, the predicted heat transfer coefficients were
plotted against the test data in Fig. 10. The maximum percentage
of error is 5.6 percent, except for the first point. The effects of
various angles are too complex to be correlated in an analytical
manner so it was satisfying to see the neural network approach
could give such good results.

Correlation of theC values~refer to Eq.~8!! using the neural
network model for a broader range of corrugation angles is shown
in Fig. 11. Good agreement between the model predictions and the
experimentalC values has been obtained. It can be shown that the

Fig. 10 Comparison between the predicted and the experi-
mental values of C „refer to Eq. „8… and Table 3…; the solid line
indicates 100 percent agreement.

Fig. 9 Heat transfer enhancement factors for the spirally corrugated tubes

Fig. 11 Predicted C value as function of a8 and a9 using the
neural network model
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highestC value, i.e., 0.1536 occurs ata9'90 deg anda8'62 deg
~corresponding to the flow direction D-1 in Fig. 1~a,c!!. The em-

pirical formula, which predicts the response surface shown in Fig.
11 is derived using~12!, ~13!, ~14!, and~15b!and is given below:

C~a8,a9!520.01661exp~22.1431025
• b~a8!21~a9!21~a8a9!2c !

•F25.8517•exp~2.1431025
•~285.2a91241a8!!1115.7059•exp~2.1431025

•~208.8a91246.6a8!!

225.709 exp~2.1431025
•~256a91207.2a8!!2115.8014•exp~2.1431025

•~253.8a91216a8!! G (24)

Conclusions
In this work, the effect of the corrugation angles on heat trans-

fer and hydrodynamic performance has been investigated. The
corrugation angles produce quantitative differences in heat trans-
fer and friction loss for spirally corrugated tubes. The results can
be summarized as follows:

• The friction loss was found to become greater as the angle
ratioa8/a9 increased. This effect is stronger for flow direction
D-1 than for D-2.

• For constant pumping power criteria, the tube no. 4 was
found to be the best among all the tested tubes for the flow
direction D-1 and no. 35 was the best for D-2.

• A neural network model has been used for correlating the
heat transfer coefficient taking into account the effect of the
corrugation angles so that the optimal angle combinations can
be established.

Manipulation of the corrugation geometry, especially the angle, as
this study has shown, may offer opportunities for industry to im-
prove or tailor-make their heat exchangers for specific purposes.
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Nomenclature

Ai 5 inner surface area of the tube, m2

Ao 5 outer surface area of the tube, m2

B 5 heat transfer resistance constant~Eq. ~7!!, m2.K/W
C 5 constant in Eq.~8!

Cp 5 heat capacity of water, J/Kg.K
D 5 tube diameter, m

Di 5 inner diameter of the heat exchanger tube, m
D0 5 outer diameter of the heat exchanger tube, m

f 5 fanning friction factor
g 5 acceleration of gravity, m/s2

Hi 5 internal ridge height, mm
hi 5 convective heat transfer coefficient~inner tube!,

W/m2.K
h* 5 heat transfer enhancement factor

j 5 exponent in Eq.~2!
k 5 thermal conductivity of copper, W/m.K

kw 5 thermal conductivity of water, W/m.K
m 5 exponent in Eq.~8!
ṁ 5 mass flow rate of water, kg/s
n 5 exponent in Eq.~8!

Nu 5 Nusselt number
P 5 pitch of tube, mm
p 5 pressure, Pa

Dp 5 pressure drop along tested tube length, Pa
Pr 5 Prandtl number
q 5 heat flux, W

Re 5 Reynolds number
Rw 5 resistance to heat transfer through the wall of

tube, m2.K/W

DH 5 pressure drop expressed in terms of water height,
m

DTtube 5 temperature difference between inlet and outlet of
tube side, K

LMTD 5 log mean temperature difference, K
U 5 overall heat transfer coefficient, W/m2.K
V 5 velocity of water in the tube, m/s

Greek Letters

a 5 helix angle, deg
a8 anda9 5 angles representing the non-symmetrical corruga-

tion ~See Fig. 1!, deg
b 5 constant in Eq.~2!
m 5 viscosity of water, N.s/m2

r 5 density of water, kg/m3

Subscripts

a 5 augmented tube~spirally corrugated!
s 5 smooth tube
i 5 inner tube
o 5 outer tube
w 5 tube wall or water
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Thermal Modeling of Unlooped
and Looped Pulsating Heat Pipes
Analytical models for both unlooped and looped Pulsating Heat Pipes (PHPs) with mul-
tiple liquid slugs and vapor plugs are presented in this study. The governing equations are
solved using an explicit finite difference scheme to predict the behavior of vapor plugs and
liquid slugs. The results show that the effect of gravity on the performance of top heat
mode unlooped PHP is insignificant. The effects of diameter, charge ratio, and heating
wall temperature on the performance of looped and unlooped PHPs are also investigated.
The results also show that heat transfer in both looped and unlooped PHPs is due mainly
to the exchange of sensible heat.@DOI: 10.1115/1.1409266#
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1 Introduction
Downsizing of personal computers and advancing performance

of processors has called for the development of micro and minia-
ture heat pipes@1,2# to transport heat from chips to heat sinks. The
Oscillating or Pulsating Heat Pipe~OPH or PHP! is a very prom-
ising heat transfer device@3#. In addition to its excellent heat
transfer performance, it has a simple structure: in contrast with
conventional heat pipes, there is no wick structure to return the
condensed working fluid back to the evaporator section. The PHP
is made from a long, continuous capillary tube bent into many
turns. The diameter of the PHP must be sufficiently small so that
vapor plugs can be formed by capillary action. The PHP is oper-
ated within 0.1–5 mm inner diameter range. If the diameter is too
large, the liquid and vapor phases will tend to stratify. The PHP
can operate successfully for all operation modes, including both
horizontal and vertical. Due to the pulsation of the working fluid
in the axial direction of the tube, heat is transported from the
evaporator section to the condenser section. The heat input, which
is the driving force, increases the pressure of the vapor plug in the
evaporator section. In turn, this pressure increase will push the
neighboring vapor plugs and liquid slugs toward the condenser,
which is at a lower pressure. However, due to the continuous
heating of bubbles formed by nucleate boiling, there will not be
steady-state vapor pressure equilibrium for an operating PHP.
There are two types of PHPs: the looped PHP, which has two open
ends, connected to one another, and the unlooped PHP, which has
two unconnected ends.

Active oscillations of working fluid were observed at charging
ratios of 40;60 percent for a vertical looped PHP. With this
charge ratio range, the circulation velocity is at maximum value
which results in best heat transfer performance. It has been re-
ported that the looped heat pipe is better than the unlooped heat
pipe for heat transfer performance@4#. In an unlooped PHP, the
working fluid is unable to circulate and the heat is transferred by
driving force due to the oscillation. Gi et al.@5# investigated an
‘‘O’’ shaped oscillating heat pipe as it applied to the cooling of a
CPU. Their results showed that the temperature of a CPU chip
with a power less than 40 W rises to 90°C, which is the maximum
temperature for the safe use of notebook computers. They were
able to make a very small thermal resistance heat transfer system
between a CPU with the power of 40 W and cooling fins. To
predict the oscillatory flow characteristics, Miyazaki and Arikawa
@6# proposed a theoretical model, which was strongly supported

by experimental results. The visualization test showed that the
oscillatory flow formed waves that traveled among the turns of
PHPs. Their theoretical model could be used to estimate the pres-
sure and displacement of oscillatory flow. Kiseev and Zolkin@7#
experimentally investigated the effects of acceleration and vibra-
tion on the performance of the unlooped PHP. Acetone was used
as the working fluid and the filling charge ratio was 60 percent.
Their results indicated that the PHP operates successfully by vari-
ous acceleration effects. There was an increase in evaporator tem-
perature, about 30 percent by increase of the acceleration from
26g to 112g.

Dobson and Harms@8# presented simple mathematical models
in which the behavior of PHPs was simulated. The mathematical
model was applied to the open-ended PHP. They showed that the
oscillating behavior would be different for different initial values.
Wong et al.@9# proposed a theoretical model of PHPs based on a
Lagrangian approach in which the flow was modeled under adia-
batic conditions for the entire PHP. A sudden pressure pulse was
applied to simulate local heat input into a vapor plug. They were
able to show the pressure and velocity variations with time for the
vapor plugs.

In the present study, a very detailed theoretical model will be
developed to accurately simulate the behavior of liquid slugs and
vapor plugs in both unlooped and looped PHPs. Heat transfer due
to the phase change is also considered.

2 Theoretical Model

2.1 Initial Plug Distribution. When a capillary tube is par-
tially filled, the working fluid will break into liquid slugs and
vapor plugs~see Fig. 1~a!!. Hosoda et al.@10# conducted a nu-
merical analysis for bubble geometry in a tube and determined the
maximum inner diameter that can hold a vapor plug.

Dmax51.84A s

g~r l2rv!
(1)

Dmax is about 2.5 mm for saturated water at 300 K and thus a tube
of 1.5 mm is chosen in the present study. A simple momentum
equation can be solved in order to predict the length of liquid
slugs. When a slug of liquid is formed in a vertical tube, gravity
naturally tends to pull the liquid downward. However, as down-
ward motion begins, the contact angles at top and bottom of the
liquid plug must be receding and advancing, respectively. Figure
2~a! shows a control volume of a liquid slug bounded with two
vapor plugs in a vertical tube. Force balance requires that
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PvapR22PvbpR21r lgLlpR212pRbs22pRas50, (2)

Pvb2Pva5rvgLl . (3)

Combining Eq.~3! into ~2! results in

Ll5
2s

R~r l2rv!g
~cosumin2cosumax!. (4)

Assuming thatumin and umax have minimum and maximum val-
ues, one can find the length of the liquid slugs that can be sup-
ported against gravity. It should be noted that Eq.~4! is valid only
when the pressure difference between the two vapor plugs has
such a relation as Eq.~3!. However, when the unlooped heat pipe
is partially filled, it is less likely to display the relationship be-
tween pressures of vapor plugs expressed as Eq.~3!. In this case
instability theory of condensate film and capillary blocking in
small diameter tube can be used to predict the initial length of
liquid slugs. Teng et al.@11# investigated instability of the conden-
sate film in small diameter tubes using an integro-differential ap-
proach. They mentioned that liquid bridging caused by the
breakup of condensate film originates from capillary instability.
This breakup of condensate film causes the formation of liquid
slugs. The film instability results from surface tension and the
length of the disturbance waves, which can be approximated as a
function of the radius of the undisturbed inner condensate film.
The most-unstable wavelength can be obtained from@11#

lm5A8pa, (5)

where a is the undisturbed radius of the condensate film inner
surface and is assumed to be half the size of the tube radius. The
length of liquid slugs can be predicted from Eq.~5! by assuming

the most-unstable wavelength to be the length of the liquid slugs.
Table 1 is the summary of the experimental works on the pulsating
heat pipes. The predicted lengths of the liquid slugs obtained from
Eq. ~4! and Eq.~5! are also included in this table.

2.2 Governing Equations. The oscillatory phenomenon in
PHPs can be predicted by solving mass, momentum, and energy
equations for each liquid slug and vapor plug. The schematics of
unlooped and looped PHPs are shown in Fig. 1~a! and ~b!. The
bends are not considered in the present study and the PHP is
assumed to be a straight tube~see Fig. 1~c!!. The locations and the
number of heating and cooling sections represent the number of
bends or turns in actual PHPs. There are three heating sections
and two cooling sections on the PHP. The inner wall temperature
at the heating and cooling sections of the PHP areTh and Tc ,
respectively. A control volume of a liquid slug bounded with two
vapor plugs is shown in Fig. 2~b!.

To solve the problem analytically, the following assumptions
are made:

1 Evaporative and condensation heat transfer coefficients are
assumed to be constants.

2 The liquid is incompressible and the vapor plugs are assumed
to behave as an ideal gas in the heating sections.

3 The pressure losses at the bends are not considered. This
assumption is valid for the PHPs do not have many turns. When
the number of turns is larger, the pressure loss at the turns may not
be negligible.

The continuity equation fori th liquid slug can be found from
following equation:

Fig. 1 Oscillating heat pipes: „a… unlooped PHP; „b… looped PHP.
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dmli

dt
5ṁin,li2ṁout,li5

1

2 S dmvi

dt
1

dmv~ i 11!

dt D . (6)

This means that the change in mass of liquid slug is equal to the
average changes in mass of its adjacent vapor plugs. The momen-

tum equation forith liquid slug, assuming the PHP operates verti-
cally, is

dmlin li

dt
5~Pvi2Pv~ i 11!!A2pdLlit2~21!nmlig, (7)

wheren indicates the tube number. Since it is assumed that the
PHP is a straight tube, gravity has different signs at different lo-
cations. In this model, there are four parallel tubes, which are
labeled from one to four~Fig. 1!. The heating section is located at
the top of the PHP. Gravity vector is in positive direction when a
liquid slug is in the first or third tubes; therefore, the gravity term
in Eq. ~7! is positive. In the second or fourth tubes the gravity
vector is in the opposite direction and the gravity force term in Eq.
~7! is negative.t is the shear stress acting betweeni th liquid slug
and the tube and can be determined from

t5
1

2
Clir ln li

2, (8)

where the friction coefficient can be determined by

Cli5H 16

Re
Re<1180

0.078 Re20.2 Re.1180

. (9)

The continuity equation for thei th vapor plug is

dmvi

dt
5ṁin,vi2ṁout,vi , (10)

whereṁin,vi is the rate of mass transferred into the vapor plug due
to the evaporation andṁout,vi is the rate of mass transferred from
the vapor plug due to the condensation fori th vapor plug and can
be calculated by the following equations:

ṁin,vi5~hh1hvsen!pdLhi~Tvi2Th!/hf g , (11a)

ṁout,vi5~hc1hvsen!pdLci~Tc2Tvi!/hf g . (11b)

It is assumed that the evaporative heat transfer coefficient,hh , is
constant as long as one of the ends of the vapor plug is in the

Fig. 2 „a… Control volume of a liquid slug in a vertical tube; „b…
control volume of i th liquid plug.

Table 1 Summary of experimental works on pulsating heat pipe data

Journal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1161

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heating section. When the two ends are out of the heating section,
the liquid film in the evaporator dries out and the evaporative heat
transfer is zero. The sensible heat transfer coefficient,hvsen, is
negligible in comparison with the evaporative heat transfer coef-
ficient. The energy equation of a vapor plug is

dmviuvi

dt
5ṁin,vihin,vi2ṁout,vihout,vi2Pvi

dVvi

dt
. (12)

Letting u5cvT andh5cpT, Eq. ~12! may be rewritten as

mvicv

dTvi

dt
5~ṁin,vi2ṁout,vi!RTvi2PviA

dXvi

dt
. (13)

The pressure of thei th vapor plug,Pvi is calculated using the ideal
gas law

PviVvi5mviRTvi . (14)

It is important to note that the pressure, calculated from Eq.~14!,
cannot exceed the saturation pressure corresponding to the tem-
perature calculated from Eq.~13!. When the vapor pressure, cal-
culated by Eq.~14!, is lower than the saturation pressure the vapor
plug is superheated and the ideal gas law is valid. On the other
hand, if the vapor pressure, calculated by Eq.~14!, is higher than
saturation pressure, the ideal gas law is no longer valid and the
pressure is set to the saturation pressure calculated by

Pvi5Psat~Tvi!. (15)

2.3 Heat Transfer. Heat transfer in a PHP is defined as total
heat transferred from heating sections to the cooling sections. Part
of heat transfer is due to evaporation and condensation of working
fluid. Another part is due to heat transfer between tube wall and
liquid slugs in the form of single-phase heat transfer. Evaporative
and condensation heat transfer for each vapor plug can be calcu-
lated by

Qin,vi5ṁin,vihf g , (16a)

Qout,vi5ṁout,vihf g . (16b)

The single-phase heat transfer between the tube wall and liquid
slugs is obtained by solving the energy equation for a liquid slug

1

a l

dTli

dt
5

d2Tli

dx2 2
hlsenpD

klA
~Tli2Tw!, (17)

with the following boundary conditions:

Tli5Tvi x5xre,i

Tli5Tv~ i 11! x5xle,~ i 11! . (18)

Since the Reynolds number of the liquid slug varies in a wide
range that covers laminar, transition, and turbulent flow, the heat
transfer coefficienthlsen of the liquid slug varies from time to
time. For laminar regime, (Re,2200), the problem is considered
as thermally developing Hagen-Poiseuille flow and the Nusselt
number is

Nu5
1

4L1*
lnS 1

um*
D , (19)

where

um* 58(
n50

`
Gn

ln
2 exp~22ln

2L1* !. (20)

The eigenvalues,ln , and the constants,Gn , can be found in Ref.
@12#. The dimensionlessLl* is defined as

Ll* 5
L li /D

ReD Pr
. (21)

In the transition and turbulent regions, the following empirical
equations are used:

Nu50.012~ uReu0.872280!Pr0.4S Prm
Prw

D 0.11F11S D

L li
D 2/3G

2200,uReu,10000 (22)

Nu50.0236uReu0.8Pr0.43S Prm
Prw

D 0.25

uReu.10000. (23)

The heat transferred into and out of the liquid slug is

Qin,li5E
Xre,i

Xle,~ i 11!

pDhx~Tli, x2Tw!dx Tli>Tw (24a)

Qout,li5E
Xre,i

Xle,~ i 11!

pDhx~Tw2Tli, x!dx Tli<Tw , (24b)

where Tli, x represents the temperature of theith liquid plug at
locationx. The total heat transferred into and out of the PHP can
be calculated by

Qtotal,in5(
i 51

N

Qin,iv1(
i 51

N21

Qin,li , (25a)

Qtotal,out5(
i 51

N

Qout,iv1(
i 51

N21

Qout,in. (25b)

3 Numerical Procedure
The new values at timet1dt can be found explicitly from the

old values at timet by using the following equations:

mvi
new5mvi1~ṁin,vi2ṁout,vi!Dt, (26)

Tvi
new5Tvi1

~ṁin,vi2ṁout,vi!RTviDt2PviADXvi

mvicn
, (27)

Pvi
new5

mviRTvi

Vvi
, (28)

mli
new5mli1

1

2
@~ṁin,vi2ṁout,vi!1~ṁin,v~ i 11!2ṁout,v~ i 11!!#Dt,

(29)

mli
newv li

new5mliv li1@~Pvi2Pv~ i 11!!A2pdLlit1mlig#Dt.
(30)

The determinations of the locations of liquid slugs and vapor
plugs are different for unlooped and looped PHPs.

3.1 Unlooped PHP. The position of each vapor plug is
known by the location of its ends; one can write

H Xre,i
new5Xre,i1v liDt

Xle,i
new5Xle,i1v l ~ i 21!Dt

, (31)

HXre,N5L
Xle,l50 , (32)

whereN is the number of vapor plugs.X is measured from the
origin shown in Fig. 1~b!.

H DXre,i
new5Xre,i

new2Xre,i

DXle,i
new5Xle,i

new2Xle,i
(33)

DXre,N
new50

DXle,1
new50 (34)

DXvi
new5DXre,i

new2DXle,i
new, (35)

whereDXv i
new is the change in length of thei th vapor plug.DXre,i

andDX2i 2 l are the changes in location of the ends of thei th vapor
plug.
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3.2 Looped PHP. The looped PHP is similar to the un-
looped PHP except its two ends are connected to each other~Fig.
1~b!!. Governing equations used for unlooped PHPs are valid for
looped PHPs, except that the first and last vapor plugs~shown in
Fig. 1~b!!are basically one vapor plug, and both of them have the
same values of pressure and temperature. The position of the two
ends of the vapor plugs is found from the following equations:

H Xre,i
new5Xre,i1v re,iDt

Xle,i
new5Xle,i1v le,~ i 21!Dt

(36)

H Xre,i
new5Xre,i

new2L Xre,i
new.L

Xle,i
new5Xle,i

new2L Xle,i
new.L

(37)

H Xre,i
new5Xre,i

new1L Xre,i
new,0

Xle,i
new5Xle,i

new1L Xle,i
new,0

(38)

DXvi
new5DXre,i

new2DXle,i
new. (39)

The last two equations guarantee that the position of the two ends
of the vapor plug remains between 0 andL. Time step indepen-
dence of the numerical solution for both unlooped and looped
PHP was verified by systematically varying the time step. It was
found that varying the time step from 531026 s to 1028 s results
in less than 0.2 percent variation in the locations of the liquid
slugs. Therefore, the time step used in the numerical solution is
531026 s.

To find the sensible heat transferred by the liquid slugs, Eq.~17!
is solved using an implicit scheme@13#. A nonuniform grid was
chosen to solve the energy equation of liquid slugs. The total
number of grids chosen is 360, with 140 belonging to each end~2
cm! and 80 grids in the middle of each liquid slug. Doubling the
number of grids does not change the solution results. Since de-
creasing the time step to 1024 s results in 0.2 percent variation in
temperature distribution along the liquid slugs, the time step used
in the numerical solution is 1023 s.

4 Results and Discussion

4.1 Evolution of Flow Pattern. The verification of the nu-
merical method was performed by simulating the propagation of

Fig. 3 Comparison of the pressure variation with time: „a… without gravity; „b…
with gravity; and „c… comparison with a previous model.

Fig. 4 The variation of the total number of vapor plugs with
time

Table 2 Initial values of PHP
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pressure waves inside a PHP@9#. The capillary heat pipe is mod-
eled under adiabatic conditions. A sudden pressure pulse is ap-
plied to a plug at one end of the PHP to study the pressure varia-
tion with time. A total of 20 liquid slugs and vapor plugs exist in
the pipe. The length of all vapor and liquid plugs was assumed to
be identical. An initial pressure of 1.1 times higher than the rest is
applied to the 10th vapor plug. The comparison between the
present result and that of Ref.@9# for the 9th plug is presented in
Fig. 3~a!. It can be seen that the agreement between the present

numerical results and the results of Wong et al.@9# is excellent for
the case with no heat transfer. Figure 3~b! shows the effect of
gravity on the pressure variation. It is seen that the effect of grav-
ity on pressure variation is not significant, and therefore it can be
neglected in the numerical model.

When the heating sections are heated and cooling sections are
cooled, the pressure of vapor plugs located in the cooling sections
is lower than that of vapor plugs in the heating sections, since the
temperature is lower. This pressure difference causes the liquid
slugs to move toward cooling sections and consequently the vol-
ume of vapor plugs in cooling sections decreases until the adja-
cent liquid slugs merge to one another and the vapor plugs dimin-
ish. Figure 4 shows the variation of the total number of vapor
plugs with time when unlooped PHP is exposed to heating and
cooling conditions. The parameters used in the numerical simula-
tion are listed in Table 2 except that the total number of vapor
plugs varies. The number of vapor plugs eventually reduces to
three, which is equal to the number of heating sections. This
means that vapor plugs exist only in heating sections, no matter
how many vapor plugs are initially in the PHP~see Fig. 5!. It can
also be observed that when the total initial number of vapor plugs
is high, the evolutionary time is high.

4.2 Unlooped PHP. The parameters used are listed in Table
2. An initial pressure of 1.2 times higher than the rest is applied to
the first vapor plug. The lengths of liquid slugs are equal and can
be found based on the charge ratio of the system. Therefore, the
parametric study of PHP in the following section will be per-
formed for three vapor plugs in the heating sections. Figure 6
shows the variations of pressure, temperature and positions of the
two ends of the first vapor plug with respect to time. Initially, both
the temperature and pressure drop to certain values, since the right
end of the first vapor plug is located in the cooling section and
condensation takes place. When the pressure is low enough, the
adjacent liquid slug starts moving back toward the heating section,
and as it moves back, the temperature of the vapor plug increases
due to the compression. However, condensation is still taking
place. When the right end moves into the heating section, evapo-
ration takes place. The pressure and temperature of vapor plug
keep increasing until the pressure in the vapor plug is high enough

Fig. 5 Unlooped PHP including three vapor plugs

Fig. 6 Variation of pressure, temperature, and the end positions of the first
plug with time „dÄ1.5 mm…
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to push the adjacent liquid slug toward the cooling section. This
phenomenon repeats itself and periodic oscillation occurs after
almost 10 s. The temperature of the first vapor plug is maximum,
or equal to the heating wall temperature, when it is completely
compressed in the heating section. At this point its pressure is also
maximum at 63104 Pa. Since the pressure is lower than saturated
pressure, the vapor plug is super heated. Fig. 6~c! shows the po-
sition of the two ends of the first vapor plug. Since the first vapor
plug is located at the end of the PHP, the left end is always located
at x50 m. The right end oscillates betweenx50.08 m andx
50.14 m.

Figure 7 shows the variations of pressure, temperature and po-
sitions of the two ends of the second vapor plug. Since the two
ends are free to move into heating and cooling sections, the fre-
quencies of the pressure and temperature oscillation are equal to
that of the first vapor plug and the phase difference is 180 deg.
Figure 7~c!shows the position of two ends of this vapor plug. The
solid and dashed lines represent the location of the right and left
ends. The distance between these two lines indicates the length of
the vapor plug. The two ends always move in opposite directions
and they move into either the cooling or heating sections. Figure 8
represents pressure, temperature and position of the two ends of

Fig. 7 Variation of pressure, temperature, and the end positions of the sec-
ond plug with time „dÄ1.5 mm…

Fig. 8 Variation of pressure, temperature, and the end positions of the third
plug with time „dÄ1.5 mm…
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the third vapor plug variations with time. Since the system is
symmetric, the oscillating trends of pressure temperature and po-
sition of the ends are the same as those of the first vapor plug and
there is no phase difference between the oscillations.

The rate of evaporative and condensation heat transfer of each
individual vapor plug, when periodic oscillation is obtained, is
shown in Fig. 9. It can be seen from Fig. 9~a! that when the right
end of the first vapor plug moves into the heating section, the
evaporative heat transfer suddenly jumps to its maximum value.
Then it starts decreasing to its minimum value as the right end
continues moving inside the heating section and compresses the
first vapor plug. Meanwhile, the vapor plug temperature increases
due to evaporation and compression. As the vapor expands, its

temperature drops and heat transfer increases until the right end
moves into the cooling section where condensation occurs. Figure
9~b! and 9~c!show the same behavior for the second and third
plugs.

The variation of the sensible heat transferred into and out of the
liquid slugs is shown in Fig. 10. The solid line represents heat
transferred into the liquid slugs from heating sections and the
dashed line represents the heat rejected from the liquid slugs into
the cooling systems. When the liquid slugs are completely in the
cooling sections, there is no sensible heat transferred into the
slugs and the heat rejected from the slugs is at its maximum. The
sudden changes in the sensible heat are due to the change from
laminar flow to transition flow. The maximum Reynolds number

Fig. 9 The evaporative and condensation heat transfer rate

Fig. 10 Sensible heat transferred in and out of liquid slugs
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for liquid slugs is Re54200. Figure 11~a!shows temperature dis-
tribution of the left end of the first liquid slug. The distance is
measured from the tip of the left end of the first liquid slug. Only
2.5 cm of the left end moves into the heating section and contrib-
utes in transferring heat. Since the middle part always remains in
the cooling section, its temperature is always at the cooling wall
temperature~20°C!. Figure 11~b!shows the temperature variation
of two selected points on the left end of the first liquid slug. One
is 4.37 mm~solid line!and the other one is 8.75 mm~dashed line!
away from the left end. The one closer to the left end has a higher
temperature because it remains longer in the heating section. The

total heat transferred into the PHP for this case is 24.88 W. The
total sensible heat transferred is 23.84 W and this means that
95.84 percent of heat transferred into the system is due to the
sensible heat. To investigate the effect of diameter on performance
of the PHP, the diameter of the tube is increased to 3 mm. The
other parameters and initial values are not changed. Figure 12~a!
shows the pressure variation with time for the first vapor plug. It
can be observed that the frequency of oscillation is higher than
that of the small diameter tube. From Fig. 12~b! and 12~c!one can
conclude that the average temperature of the first vapor plug is the
same as that of the first vapor plug in the small diameter tube by

Fig. 11 Temperature of the first liquid slug: „a… distribution along the left end
of the first liquid slug; and „b… variation with time.

Fig. 12 Effect of the diameter of PHP on the performance of the first vapor
plug
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the time the right end moves into the heating section~see att
514.95 s!. However, since the heating area is greater than that of
the small diameter tube, the evaporative heat is higher for all
vapor plugs~Fig. 13!. The total heat transferred into the PHP for
this case is 80.17 W. Results indicate that the contribution of the
sensible heat is 97.12 percent of the total heat.

Figure 14 shows the effect of heating wall temperature on pres-
sure, temperature and end positions of the first plug. The param-
eters and thermal properties are similar to what is given in Table
2, except that the wall temperature is reduced to 90°C. Decreasing
the wall temperature results in the decreased magnitude of pres-
sure and the location of the right end and it also slightly decreases

the frequency of oscillation. It can be seen from Fig. 14~b! that the
average temperature of the first vapor plug decreases when the
wall temperature decreases and the temperature difference be-
tween the wall and vapor plug is lower. This results in lower
evaporative heat transfer shown in Fig. 15. This figure indicates
that the heat transferred into the vapor plugs decreased with de-
creasing the temperature difference between heating and cooling
section. The total heat transferred into the PHP for this case is
8.35 W. Results indicate that the contribution of the sensible heat
is 92.54 percent of the total heat transferred. From calculated re-
sults, it can be concluded that a 25 percent reduction in the tem-

Fig. 13 Effect of PHP diameter on the total evaporative heat transfer rate

Fig. 14 Effect of the heating wall temperature on the performance of the first
plug
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perature difference between heating and cooling wall sections re-
sults in almost 90 percent reduction in total heat transferred into
the PHP.

The effect of charging ratio on the performance of the PHP is
shown in Fig. 16. The tube diameter is 1.5 mm. The length of all
liquid slugs is 0.51 m. Therefore, the first and third vapor plugs
would have the length of 0.03 m and the second one would be
twice as long as the other two. This yields a charge ratio of 89.4
percent in the PHP. Figure 16 indicates that oscillation cannot be
obtained when the charging ratio is high. When the charging ratio
is high in the PHP, the liquid slugs are long, and a higher-pressure
difference is needed to move more massive liquid slugs. Since this

pressure difference cannot be obtained, the temperature rises to
the wall temperature. As a result, no heat will be transferred into
the plugs~Fig. 17! and the PHP will not perform properly. This
prediction is consistent with experimental results presented by Gi
et al. @14#. Their results showed that heat transport rate decreased
with increasing charge ratio for unlooped PHP. The effect of dif-
ferent parameters, as discussed above, on the heat transfer perfor-
mance of the unlooped PHP is listed in Table 3.

4.3 Looped PHP. Miyazaki and Arikawa@6# performed vi-
sualization experiments on looped PHPs and observed that liquid
slugs and vapor plugs were almost separated into two parts in the

Fig. 15 Effect of the heating wall temperature on the total evaporative heat
transfer rate

Fig. 16 Effect of the charge ratio on the performance of the first plug
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Fig. 17 Effect of the charge ratio on the total evaporative heat transfer rate

Fig. 18 Variation of pressures, temperatures, and the end positions of the first
and second plugs with time for looped PHP „dÄ1.5 mm…

Table 3 Effect of parameters on the performance of the PHPs
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individual turns. Liquid was observed at the cooling side, forming
a U-shaped column, while vapor was observed at the heating side.
This means that, similar to the unlooped PHP, vapor plugs exist
only in heating sections. The behavior of liquid slugs and vapor
plugs in looped PHPs is also investigated. The parameters speci-
fied in Table 2 are used except that the total number of plugs is
N54. Also, the length of the first and second vapor plugs would
be equal due to the fact that the first and the last vapor plugs are
connected to make one plug. Figure 18~a! shows the variations of
the pressure of the first and second vapor plugs with time. Figure
18~b!shows the variation of the temperatures. Since the system is
symmetric, the phase difference between oscillation of the first
and last plugs is 180 deg. Figure 18~c! represents the oscillation of
the two ends of the second vapor plug. Figure 19~a! shows the
sensible heat transferred into the liquid slugs. Both the first and
the second slugs have the same phase and amplitude, since they
move at the same velocity in opposite directions. Figure 19~b!
shows the evaporative heat transferred into the vapor plugs. The
amplitudes of the oscillation of the two plugs are equal, but there
is a phase difference of 180 deg. The total heat transferred into the
PHP for this case is 24.95 W. Results indicate that the contribution
of the sensible heat is 95.50 percent of the total heat. The effects
of changes in diameter, heating wall temperature and charge ratio
on the heat transfer performance of looped PHPs are also investi-
gated, and the summarized results are shown in Table 3. Increas-
ing the diameter and heating wall temperature increases the total
heat transfer similar to that of the unlooped PHP. It can also be
observed that increasing the charge ratio to 90 percent will stop
the performance of looped PHPs. Calculated results show no cir-
culation in the system, which is consistent with the visualization
of Lee et al.@4# and Miyazaki and Arikawa@6#.

5 Conclusions
Thermal modeling of both unlooped and looped PHPs with

multiple vapor plugs and liquid slugs is proposed, and the behav-
iors of liquid and vapor plugs in the PHP are investigated. The
following conclusions were obtained:

1 The results show that gravity does not have significant effect
on the performance of unlooped PHPs with top heat mode.

2 The total number of vapor plugs reduced to the total number
of heating sections, no matter how many vapor plugs were ini-
tially in the system.

3 For both looped and unlooped PHPs, periodic oscillation is
obtained under specified parameters.

4 Heat transfer in both looped and unlooped PHPs is due
mainly to the exchange of sensible heat. The role of evaporation
and condensation on the performance of the PHPs is mainly on
the oscillation of liquid slugs.

5 By increasing the diameter of the PHP~both looped and un-
looped!, the total average heat transfer increases.

6 Decreasing the temperature of the heating wall sections sig-
nificantly decreases the total average heat transfer. This means
that the temperature difference between heating and cooling walls
is significant in the total amount of heat transferred.

7 The results also showed that both looped and unlooped PHPs
did not operate for higher charging ratios.
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Nomenclature

a 5 undisturbed radius of inner surface of condensate film,
m

A 5 tube cross sectional area, m2

B 5 number of bends
Cl 5 friction coefficient
cp 5 specific heat~constant pressure!, J/kg K
cv 5 specific heat~constant volume!, J/kg K
d 5 diameter, m
g 5 gravitational acceleration, m2/s
h 5 enthalpy, J/kg

hc 5 heat transfer coefficient at the cooling section, W/m2K
hf g 5 latent heat, J/kg
hh 5 evaporative heat transfer coefficient, W/m2K
L 5 length, m

Fig. 19 Variation of heat transfer rate with time for looped PHP: „a… sensible
heat; and „b… evaporative and condensation heat.
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Lh 5 length of heating section, m
Lc 5 length of cooling section, m
m 5 mass, kg
ṁ 5 mass flow rate, kg/s
N 5 total number of vapor plugs
n 5 number of parallel tubes

Np 5 total number of plugs
P 5 pressure, Pa
Pr 5 Prandtl number
R 5 gas constant, J/kgK

Re 5 Reynolds number
t 5 time, s
u 5 internal energy, J/Kg
T 5 temperature, K

Vv 5 volume of vapor, m3

v1 5 velocity of liquid plug, m/s
X 5 distance, m

Greek Symbols

a 5 charge ratio
a l 5 thermal diffusivity of liquid, m2/s
l 5 wavelength, m
m 5 dynamic viscosity, kg/ms
r 5 density, kg/m3

t 5 shear stress, N/m2

umax 5 maximum contact angle
umin 5 minimum contact angle

Subscripts

in 5 inlet
li 5 i th liquid plug
le 5 left end

out 5 outlet
re 5 right end
vi 5 ith vapor plug
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Analysis of the Thermal Stress
and Strain on Arrigo Fiammingo’s
Artistic Window in the Cathedral
of Perugia
Thermal stress can damage fragile materials such as glass. It is a worrisome problem if
the glass is a work of art, such as the polychromatic window of Arrigo Fiammingo (1565),
in the Cathedral of Perugia, the topic of this paper. The window surface, irradiated by
sunlight, suffers different thermal stresses, according to the color of the glass elements. In
the present paper a calculation of stresses and strains on the window is carried out, for
different temperature distributions due to sunlight, by using the ANSYS 5.3 software
program. Results are compared with the actual state of the fissures on the window.
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1 Introduction

Building materials and components are often exposed to ther-
mal stress; in the long run it could be harmful. Effects on fragile
materials such as glass could be significant, because they can
break if subjected to large and rapid fluctuations in temperature.
High thermal stresses are connected with direct solar radiation on
the surfaces, more than with micro-climatic conditions, such as air
temperature. Temperature fluctuations are rapid if induced by so-
lar radiation more so than by equilibrium with the air temperature,
which is a slower process. In a day, over a material with a certain
exposure, incident solar radiation varies between 10–50 W/m2

~diffuse radiation!to 100–400 W/m2 ~total radiation!. Material
temperature fluctuations could change by ten or more °C; the pro-
cess could affect different parts of the component at the same time
and not only the same part of the material at different times. When
materials or components are works of art, such as the artistic
windows in the churches of the Romanesque and Gothic age, the
problem is rather important. These windows play a dominant role
in natural lighting and iconographical decoration. The Umbria re-
gion in Italy, in particular, has many artistic windows: in the Ca-
thedral of Perugia, in Saint Domenico’s Church, one of the biggest
in Europe and the wonderful windows of the Basilica of Saint
Francis in Assisi are just examples.

The Thermotechnical and Environmental Control Laboratory of
the Department of Industrial Engineering at the University of
Perugia has been focusing for some time now on the conservation
of works of art, with special attention on the microclimate~ther-
mal and hygrometric conditions!, lighting and air quality
conditions@1#.

The present paper was developed in connection with the inter-
vention that the Superintendence of Environmental, Architectural,
Artistic and Historical Works of Art of Umbria carried out on
the just recently restored Arrigo Fiammingo window, located on
the right aisle of the Cathedral of Perugia. The glass represents
‘‘The Sermon of Saint Bernardino’’; the saint is on a podium and
is preaching to people absorbed in thought. At the top of the
window the monogram of Christ is surrounded by angels,

which compose an ornamental motif. People are intensely and
brightly colored and stand out against the architectural light back-
ground.

During restoration, a protective window was installed exter-
nally to the artistic one, in order to limit the damage that atmo-
spheric and polluting agents could induce. This installation caused
changes in the microclimate, thoroughly investigated in previous
papers@2,3,4,5,6#.

In the present paper, the deterioration caused by thermal stress
induced on the window surface due to climatic variations and to
sunlight is examined. An analysis of the temperature distribution
over the artistic glass surface has been carried out by means of a
calculation software program~ANSYS 5.3!, in order to assess the
resulting stresses, which cause fissures on the window itself. Dur-
ing the 1988–1993 restoration performed by the Superintendence
many fissures were detected and afterward repaired. In particular
the ‘‘grisaille’’ has been fixed, then the glass surface has been
cleaned and the fissured tesserae have been bonded; finally putty
has been made.

ANSYS 5.3 also assessed the strains and the corresponding
stresses occurred in the artistic glass. Results were compared with
the admissible values for stresses on the glass and with the actual
situation of the glass, by surveying the present fissures and the
analysis of those already repaired in the recent restoration.

2 Arrigo Fiammingo’s Glass Characteristics
Arrigo Fiammingo’s window is a window with one panel with

maximum dimensions of 1.837 m ~surface area: about 11 m2!.
The protective glass is placed on the external countersinking part
of the window, at about 18 cm from the artistic window, which
has about the same dimensions. Both artistic and protective win-
dows have northerly exposure~see Fig. 1!.

The artistic window is made of polychromatic glass; the pro-
tective glass is made up of two-coupled glass sheets glued to-
gether with epoxy resin: one sheet is in conventional glass, the
other is in Murano~Venice!blown glass.

The spectral coefficients of transparency and reflection for glo-
bal solar radiation and for visible radiation of the two glass sheets
have been measured by a spectrophotometer@6#, and have been
used in this work. The global coefficients of the artistic window,
first used for the ventilation system design, were evaluated as the
average among the values found for the different colors, weight
with the respective surface area. Overall, the following were ob-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 2, 2000;
revision received February 1, 2001; Associate Editor: D. A. Kaminski.

Copyright © 2001 by ASMEJournal of Heat Transfer DECEMBER 2001, Vol. 123 Õ 1173

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tained:t50.03, r 50.10; the corresponding absorption coefficient
is a50.87. The coefficients of transparency and reflection for vis-
ible radiation weret50.01, r 50.10, anda50.89. The protection
glass has valuest50.81, r 50.10, anda50.09; the coefficients
of transparency and reflection for visible radiation weret
50.83, r 50.10, anda50.07.

Fig. 2 Finite elements to analyze temperature, strain and
stress distribution on Arrigo Fiammingo’s glass; 1, 2, and 3 are
the sections of the glass first examined

Fig. 3 Temperature distribution with direct and diffused sun-
light „situation A…: „a… without external protective glass; „b… with
external protective glass and natural ventilation of the inner
space; „c… with external protective glass and forced ventilation
of the inner space.

Fig. 4 Temperature distribution with only diffused sunlight
„situation B…: „a… without external protective glass; „b… with ex-
ternal protective glass and natural ventilation of the inner
space; „c… with external protective glass and forced ventilation
of the inner space.

Fig. 9 Von Mises’ stress trends on the glass in the situations
„A… and „B…, with protective glass and forced ventilation in the
internal space.

Fig. 1 Arrigo Fiammingo’s window in the Cathedral of Perugia in its current
state, with forced ventilation system in the space between artistic and protec-
tive glass
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3 Thermal and Mechanical Properties of Different
Glasses

The following thermal and mechanical properties of glass with
different composition were employed in the calculation software
ANSYS 5.3, to predict the fissures and the fiber cracks on Arrigo
Fiammingo’s window and to verify the actual fissures. In the final
assessments, it must be considered that the final parameters found
relate to new glass, whereas the artistic window was produced
with different techniques many years ago. Its chemical
composition—analyzed during the recent restoration process—
revealed that it cannot be compared to a particular kind of glass,
so data relating to silica glasses are considered@7#. Thecoefficient
of linear thermal dilation a of glass varies according to the
chemical composition; it is about 1027– 1026°C ~see Table 1!.

The thermal conductivity of glassdoes not vary much with
temperature~between 0 and 100°C!and composition. Some val-
ues are reported in Table 1, but, on average, it is roughly 0.1
W/m°C. Thespecific heat of the glasscomposed of more than 60
percent of silica does not depend on the composition and is ap-
proximately 0.860.1 kJ/kg°C at 25°C to 1.160.1 kJ/kg°C at
500°C. Since glass is a fragile material and a poor conductor of
heat, it doesn’t withstand temperature variations. The temperature
differenceDT to which the object can be subjected rapidly with-
out suffering damage is calledresistance to rapid temperature
variations ~thermal shock,@8#!. It depends on the thermal and
mechanical properties of the material~traction resistance, Pois-
son’s ratio, linear thermal dilation coefficient, Young’s modulus,
thermal conductivity, density and specific heat!:

DT5nFN~12m!

aE GA l

rg
. (1)

The DT values for different glass thickness are reported in Table
2; they vary roughly in the range 35–180°C, for glass with differ-
ent chemical composition and with thickness between 3 and 13
mm. Glass behaves like an elastic solid under transition tempera-
tures; anywhere above this it becomes viscous. Its behavior in the
glass transition interval is viscous-elastic. Therefore glass will not
accept plastic or elastic-plastic deformation, but ruptures just as
soon as it reaches its linear elastic limit. Glass follows Hooke’s
law and its modulus of elasticity depends on its composition, as
reported in Table 3. The compressive resistance in glass is very
good; traction resistance can’t practically be measured due to
micro-fissures which occur in the production phase. Rupture pro-
ceeds continuously once it is triggered, since it doesn’t find propa-
gation obstacles, as in critical materials~fragility!. The kind of
micro-fissures is purely random, therefore a sole value for me-
chanical resistance doesn’t exist. So statistical measures are used
to describe resistance distribution for a certain type of glass and
Weibull’s statistic distribution is used:

P512exp@2~s/s0!m#, (2)

whereP is the probability of rupture corresponding to the applied
stresss, s0 is a scalar parameter, andm is Weibull’s modulus.
Table 4 reports the safe loads~assessed with numerous trials! that
different sized and thick sheets can withstand, with a safety factor
of 2.5; they vary roughly in the range of 2–44 N/mm2 for thick-
ness between 3 and 12 mm and sheets with different sizes.

4 Temperature Distribution on the Artistic Glass
The assessment of the thermal strain and stress depends on the

temperature distribution of the surface of the artistic glass; it is
due to the microclimate and sunlight conditions. Some situations
must be chosen in which thermal stress is more significant, so to
attain the most critical events for glass strain and stress. To this
aim, the temperature distribution is evaluated in the most critical
situations, all concerning the month of July~see also@6#!. July
was chosen because it is characterized by the highest temperatures
of the year and the section of the glass irradiated by sunlight is at
its peak. In particular, there are four hours of sunlight in the morn-
ing and one in the afternoon; in the remaining part of the day the
glass is in the shade. So two situations were chosen for sunlight
~total and only diffused sunlight!. The values for sunlight are re-
ported in Table 5.

The examined situations are:

Table 1 Thermal properties of glass with different composi-
tions versus temperature †8‡

Table 2 Resistance to rapid temperature variations for flat
glass sheets for different composition and thickness †8‡

Table 3 Young’s Modulus E, tangent modulus G and Poisson’s
ratio m for some glasses †8‡

Table 4 Safe loads in N Õmm2, which can bear on glass sheets
of different dimensions and thickness †8‡

Table 5 Hourly values of direct and diffused sunlight on the
glass surface „WÕm2

… referred to the month of July †4‡
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A. direct and diffused sunlight on half of the artistic glass and
only diffused sunlight on the other half, in the three following
conditions:

• external protective glass not installed
• external protective glass installed, with natural ventilation in

the internal space between the glasses
• external protective glass installed with forced ventilation in

the internal space between the glasses

B. only diffused sunlight over all the glass, in the same three
conditions.

Cases without the protective glass are particularly significant as
they show the microclimatic history of the glass, in this situation
from its installation in 1565 until 1993.

The most critical situations for the glass have been included
among the examined ones. The ANSYS 5.3 software, based on
finite elements, has been used for calculations. Hypotheses about
finite elements of the system are described in@6#. The geometrical
model was first built, composed of a net of rectangular elements
~finite elements, see Fig. 2!. The nodes of the net were matched as
much as possible with the central points of the elements, so to
distinguish the behavior of the glass with different colors and
different absorption coefficients. The arched top of the window
was left out of the analysis because the glass is in light color and
the absorption coefficients are low@6#; so low temperatures and
dilatations are expected.

The temperature variation between the nodes is considered lin-
ear; internal heating in each element is considered, equal to the
absorbed solar energy~as a function of the absorption coefficient
of the colored glass!. The solar radiation absorption properties of
the colored glasses used in this work have been measured by a
spectrophotometer in a previous work@6#.

A heat exchange between the nodes and the internal and exter-
nal air is considered, so two grids are built: their points are re-
spectively over an internal and an external plane parallel to the
glass. In the nodes of the two grids, hypotheses on air temperature
have been made:

• internal air:T5constant5Ti
• external air: with protective glassT5constant5Te; without

protective glassT5constant for nodes at the same height;T
increases from down to bottom with linear low~maximum
growth equal to 2°C!.

Discretization through the thickness was not considered be-
cause it is about 3 mm, so the glass dilatations in the thickness
directions are negligible. The following environmental parameters
have been assumed:

• adduction coefficient between air and artistic glass equal to
23.2 W/m2°C without protective glass, equal to 8.14 W/m2°C
with protective glass and natural ventilation in the inner
space, equal to 11.14 W/m2°C with protective glass and
forced ventilation in the inner space

• temperature around the glass is supposed equal to the wall
and to the air inside the Cathedral temperature~about 21°C in
July!.

The following values of the thermophysical and mechanical
properties of the glass have been chosen as input data:

• a5531027°C21

• l50.136 W/m°C
• E573 GPa
• G531 GPa
• m50.16

The results are shown in Figs. 3 and 4. As seen in@6#, in the
situationA, the maximum temperatures are found in the right half
part of the glass, where there are both direct and diffused radia-
tion; in that section, the highest temperatures are found in the

blue, red, and purple tesserae, with a higher absorption coefficient.
The maximum temperatures range from 47°C when the protective
glass is not installed~Fig. 3~a!! to 43°C with the protective glass
and natural ventilation in the inner space~Fig. 3~b!!, to 40°C with
the protective glass and forced ventilation in the inner space~Fig.
3~c!!. The minimum temperatures are found near the masonry and
are around 21°C, so temperatures variations on the glass surface
range, in the three conditions, from 26 to 19°C.

Figure 4 concerns situationB; it shows that temperature distri-
bution depends only on the different colors of the tesserae, with
higher temperatures in the darker colors of the glass~higher ab-
sorption coefficients!. The maximumT value varies from 31, to
30, and to 28°C in the three mentioned conditions, with variations
on the glass surface between 10 and 7°C.

On the bases of the temperature distribution on the situationA,
corresponding to the most critical conditions for the glass, the
strain and the stress were assessed; for sake of completeness,
stress and strain were calculated on the situationB too.

5 Strain Analysis
An analysis of strain was performed considering the external

protective glass and forced ventilation in the inner space, installed
after restoration. Calculating the two extreme situations~this one
and the one without protective glass!, a maximum difference was
detected for strain of 0.001mm. So it was thought more suitable to
consider the present situation, with external protective glass and
forced ventilation in the inner space, considering both situationsA
andB, to which the window is really subjected during the month
of July.

The lead pieces that surround the glass tesserae create discon-
tinuities on the surface, because they have different thermal prop-
erties from the glass, so they behave differently when temperature
varies. First, instead of analyzing the whole glass, three sections
only were examined~Fig. 2!. The first~1! has some colors that
contains lead pieces; the second~2! and the third~3! are respec-
tively blue and yellow~maximum and minimum absorption coef-
ficient values!, don’t contain lead pieces and lead only surrounds
the section.

Each section of the glass chosen was divided in finite squared
elements, considering the two different materials, glass and lead,
and their different properties~Fig. 5!. There aren’t appreciable
discontinuities between the dilation of glass and lead; results~Fig.
6! show that they differ slightly even in the most critical areas. So
it could be hypothesized that the two materials do not interact that
much: in fact the dilatation coefficients have the same magnitude
~about 1026°C21! and the presence of lead has not been consid-
ered in the analysis of the whole glass. The whole glass sheet was
finally examined, neglecting the presence of lead and considering
the window made up of only one material, the glass. Figs. 7~a!
shows the trend of strain in the situationA; most of the dilatation
is in the right hand side of the glass, where the highest tempera-
tures due to sunrays are present. The maximum dilatation is 0.157
mm and it falls in the blue tesserae of the section under total
radiation.

Fig. 5 Finite elements in glass sections „1…, „2…, „3…
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Figure 7~b!, concerning dilatations in the situationB, shows
that they depend only on the color of the tesserae which take on
higher values in the darker colors. The maximum dilatation is
about 0.042mm, remarkably below those of the previous case~the
scale in Fig. 7~b!is about 2.5 times the one in Fig. 7~a!!.

A further verification about the lead influence was performed
once the analysis was finished: a simulation was carried out con-
sidering the glass as if entirely made up of lead; the strain ob-
tained was compared with those considering the window made up
of only glass~see Fig. 8!. The differences are negligible in all the
portions of the glass sheet~about a fewmm tenths in the worst
conditions!, thus confirming that the glass dilatation is not influ-
enced by the surrounding lead.

6 Stress Analysis
Stress analysis was also performed, for the same reasons as in

section 5, only in the conditions with external protective glass and
forced ventilation in the space between the windows. We saw the
maximum temperature variation from portion to portion of the
glass was about 20°C. This value, although high, is lower than the
limit value of the resistance to rupture variations of temperature,
as indicated in Table 2. For glass sheets of 3 mm thickness the
limit value is about 60°C.

The stress distribution that the temperatures induce on the glass
was calculated by means of ANSYS software. The hypothesis is
that the glass has fixed boundaries and it can’t rotate at its edges.
Stress values vary between 0.96 and 1 N/mm2 in the situationA
~Fig. 9~a!!and between 0.806 and 0.812 N/mm2 in the situationB
~Fig. 9~b!!. They have been calculated in the different nodes with
Von Mises method.

A comparison between calculated data and allowable stress lim-
its has been carried out; allowable stress limits have been found in
the Literature for glasses with chemical composition similar to the
one of the Arrigo Fiammingo’s window. The allowable stress
value considered for the comparison is 2.4 N/mm2, corresponding
to a 3 mm thickness glass, with 3.0536.10 m dimensions~see
Table 4!. Artistic window’s thickness is 3 mm, but its dimensions
are about 1.837 m, for a surface area smaller than the reference
one. Se we operate under safe acceptable conditions.

Maximum stress values calculated, respectively, 1 and 0.81
N/mm2 in the situationsA and B, are both lower than the stress
allowable limit.

Fig. 6 Dilatation trends in glass sections „1…, „2…, „3…

Fig. 7 Dilatation trends on the artistic glass subjected to di-
rect and diffused sunlight „situation A… and to only diffused
sunlight „situation B…
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7 Numerical Accuracy
In order to evaluate the numerical accuracy of the model, four

different mesh refinements were considered.

1 rectangular elements, with 5312560 nodes
2 rectangular elements, with 83235184 nodes
3 rectangular elements, with 153235345 nodes
4 rectangular elements, with 153455675 nodes

The temperature, strain and stress values in the different grid re-
finements were calculated and a comparison between the values of
these parameters in 30 significant nodes was carried out.

Fig. 10 Numerical accuracy: temperature „a…, strain b… and
stress „c… values in 30 significant nodes, with different mesh
refinements.

Fig. 11 Current lesions „dashed lines … and lesions repaired
with added lead „dotted lines … during the 1998 restoration and
before

Fig. 8 Dilatation trend on the glass „situation A… when only
lead is considered. the dashed lines show the dilatation differ-
ences of Fig. 7„ a… „when only glass is considered ….
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Results are shown in Fig. 10~a,b,c!, where temperature, strain
and stress values in the 30 grid points chosen are reported, for the
different mesh refinements; the mean difference between mesh 1
and 2 is significant~temperature differences are about6~0
–30!°C, strain differences are about6~0.05–0.08!mm and stress
differences are about6~0.02–0.04!N/mm2!. The mean differ-
ences between mesh refinements 2 and 3 and mesh refinements 3
and 4 are of the same entity and are less significant; they could be
considered as the numerical accuracy of the model. So the mean
values of the numerical accuracy are

• about60.4°C for temperature calculations
• about60.02mm for strain calculations
• about60.01 N/mm2 for stress calculations.

The mesh refinement no. 2 is therefore the one chosen for the
simulation.

8 Fissure State
A check at the Cathedral of Perugia was performed in order to

detect possible fissures on the surface of Arrigo Fiammingo’s
glass.

Many interventions had been carried out during the 1989 resto-
ration, when fissures were welded with lead. Strands of lead were
inserted to repair and support the fragments of glass tesserae dam-
aged throughout the years~the so-calledadded lead!. Figure 11
indicates these interventions with dotted lines; dashed lines show
the fissures now present on the glass. The actual fissures are in the
area where the strain of the glass is highest~see Fig. 7!. Therefore,
even after restoration, the thermal stress could have caused the
glass tesserae rupture, although the stress values are below the
limits.

So in the present conditions there is a temperature, strain and
stress distribution, which should not cause lesions on the surface
of the artistic glass. But the investigation was conducted assuming
that the glass is in perfect condition, without considering the de-
terioration or aging factors: these could decrease the mechanical
and resistance characteristics of the glass tesserae. Other environ-
mental factors, which can act alone or worse yet simultaneously,
can speed up the process of deterioration~temperature and relative
humidity of the air, air pollution, natural or artificial lighting con-
ditions, etc.! @1,3#. This explains why some lesions on the glass
were found in the area most subjected to stress and strain.

9 Conclusions
This paper illustrates the investigation of the thermal stress and

strain on a particularly precious artistic glass~Arrigo Fiammingo
1565! located in the Cathedral of Perugia. Stresses are due to the
microclimate created in the space between the glass examined and
the external protective glass~installed during a recent restoration!,
but overall to sunlight.

A computer software program~ANSYS 5.3!has been employed
to calculate the temperature distribution on the glass both in its
present situation, with a protective glass and a ventilation system,
and in the situation preceding the restoration intervention in 1988.
Afterwards, on the bases of temperature distribution over the
glass, dilatations and stresses were found.

The study of temperature distributions shows remarkable differ-
ences from one area to another of the glass, due to partially direct
sunlight irradiation in summer months; these differences reach the
maximum value of 20°C in the most critical conditions.

Finally, thermal dilatation and stress analysis show that values
are below rupture limits defined for modern glass with composi-
tion similar to the window. However the results do not reflect
wear and deterioration conditions that the glass has suffered in
time; in spite of the restoration, they have certainly diminished
thermal and mechanical characteristics of the glass. So a thorough
examination of the window has revealed some lesions in areas
most exposed to stress and strain.
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Nomenclature

a 5 absorption coefficient~/!
E 5 Young’s modulus~GPa!
G 5 tangent modulus~GPa!
m 5 Weibull’s modulus~/!
n 5 dimensional constant in relation~1!
N 5 traction resistance~N/mm2)
P 5 fracture probability~/!
r 5 reflection coefficient~/!

r.h. 5 relative humidity~%!
t 5 transparency coefficient~/!

T 5 temperature~°C, K!
a 5 linear thermal dilation coefficient~°C21, K21!
g 5 specific heat~J/kgK!

DT 5 resistance to rapid temperature variation~°C, K!
e 5 strain ~m, mm!
l 5 thermal conductivity~W/mK!
m 5 Poisson ratio~/!
r 5 density~kg/m3)
s 5 stress~N/mm2)

Subscripts

e 5 external
i 5 internal
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In terms of a dimensionless number,ΠN;Ra/(11Pr21), intro-
duced by Arpacı (1986, 1990, 1995) for buoyancy driven flows,
Ra and Pr respectively being the usual Rayleigh and Prandtl
numbers, two well-known correlations (Churchill and Chu, 1975)
for natural convection next to a vertical isothermal plate are
reduced in terms ofΠL5Ra/(110.492Pr21) to Nu50.67ΠL

1/4,
103<ΠL<109, for the laminar case, and in terms of
ΠT5Ra/(110.164Pr21) to Nu50.15ΠT
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Introduction
Dimensional arguments on natural convection lead for heat

transfer,

Nu5 f ~Ra,Pr!, (1)

Nu, Ra, and Pr respectively being the usual Nusselt, Rayleigh and
Prandtl numbers. The experimental data of the literature for Pr>1
are known correlating with

Nu5 f ~Ra!, Pr>1, (2)

and, for Pr!1, with

Nu5 f ~RaPr!, Pr!1. (3)

To date a dimensionless number explicitly depending on Ra and
Pr,

PN;
Ra

11Pr21 , (4)

apparently remained overlooked except for the recent Arpacı
@1,2,3#studies. The objective of this study is to propose, in terms
of this number, correlations for laminar and turbulent natural con-
vection from a vertical isothermal plate,

Nu5 f ~PN!. (5)

Although the existence ofPN has never been directly shown,
the integral solution for the laminar natural convection near a
vertical plate given by Squire@4# almost five decades ago,

Nu50.508Pr1/2~20/211Pr!21/4Gr1/4, (6)

can be rearranged in terms of Ra5GrPr to give

Nu50.508PN
1/4, (7)

where

PN5
Ra

110.952Pr21 . (8)

There are empirical correlations, illustrating the dependence of
Nu on Pr and Ra, which can be expressed in terms ofPN . For
example, Catton@5# suggests for a vertical cavity

Nu50.18S Pr

0.21Pr
RaD 0.29

(9)

which can be arranged as

Nu50.18PN
0.29 (10)

where

PN5
Ra

110.2Pr21 . (11)

There is computational literature~Bertin and Ozoe@6#! recog-
nizing the dependence of Benard transition on the Prandtl number.
This fact can readily be demonstrated by noting

lim
Pr→`

PN→Rac~`!, (12)

or, explicitly,

Rac5S 11
C

Pr
DRac~`!, (13)

whereC is a constant.
Recalling the critical Rayleigh number Rac5109 for Pr.1, re-

cent experimental studies~Bejan and Lage@7#, Vitharana and Lyk-
oudis@8#! dealing with buoyancy driven flows with Pr!1 suggest

Rac5109Pr (14)

for the transition from laminar to turbulent heat transfer from
vertical plates subject to an imposed heat flux. This transition can
readily be explained in terms ofPN by letting

~PN!C5S Pr

11PrD109, (15)
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which leads to

lim
Pr→0

~PN!C→109Pr. (16)

In other recent studies, Arpacı and co-workers@9,10# develop
microscales for pool fires, and in terms of these scales, propose a
fuel consumption model based onPN which now depends on
flame Rayleigh and Schmidt numbers. Also, Arpacı and Kao
@11,12#develop microscales for thermocapillary flow and rotating
flow, introduce models in terms of these scales and correlate the
experimental literature.

Laminar Convection
Because of its importance to the present study, Squire’s work is

briefly reviewed here following the dimensional arguments of Ar-
pacı @1#. Let the momentum balance in terms of inertial, viscous
and buoyancy forces~sayFI , FV , andFB) be

FI1FV;FB . (17)

On dimensional grounds,

V
V

l
1n

V

d2 ;gbDT (18)

d being the thickness of the momentum boundary layer,l a
length characterizing the geometry. Also, let the thermal energy
balance, in terms of enthalpy flow and conduction~say QH and
QK), be

QH;QK . (19)

On dimensional grounds, Eq.~19! leads to

V
u

l
;a

u

du
2 , (20)

du being the thickness of the thermal boundary layer, or

V;a
l

du
2 . (21)

Inserting Eq.~21! into Eq. ~18!, and following the Squire postu-
late, let

d;du . (22)

This assumption implies a second order effect of the difference
betweend anddu for thermal considerations rather than suggest-
ing equal thickness for the two boundary layers. Then, from Eqs.
~18!, ~21!, and~22!,

l

du
4 S 11

a

n D;
gbDT

na
(23)

or,

du

l
;S 11

1

Pr
D1/4

Ra21/4, (24)

or,

du

l
;PN

21/4, (25)

and

Nu;
l

du
;PN

1/4, (26)

which is identical in form to Eq.~7!. Also, the recent Arpacı@1,2#
model for buoyancy driven turbulent convection leads, after ne-
glecting the core effect, to

Nu;PN
1/3. (27)

The next section on turbulent convection is devoted to a review on
thermal microscales of buoyant flows and to microscale founda-
tions of Eq.~27!.

Turbulent Flow
Following the usual practice, let the instantaneous velocity and

temperature of a rotating turbulent flow be decomposed into a
temporal mean~denoted by capital letters! and fluctuations,ũi

5Ui1ui and ũ5Q1u, and assumeUi and Q be statistically
steady.

For a homogeneous pure shear flow~in which all averaged
quantities exceptUi and Q are independent of position and in
which Si j and ]Q/]xj are constant!, the balance of the mean
kinetic energy of velocity fluctuations reduces to

~2PB!5P1~2e!, (28)

where

PB52giuiu/Q0 (29)

is the buoyant production,

P52uiujSi j (30)

is the inertial production, and

e522nsi j si j (31)

is the viscous dissipation of turbulent energy, and, the balance of
the root mean square of temperature fluctuations reduces to

Pu5eu (32)

where

Pu52uju
]Q

]xj
(33)

is the thermal production, and

eu5a
]u

]xj

]u

]xj
(34)

is the thermal dissipation. Eq.~28! states that the buoyant produc-
tion is partly converted into inertial production and partly into
viscous dissipation.

On dimensional grounds, assumingSi j ;u/l and ]Q/]xj
;u/l , Eqs.~28! and ~32! may be written as

PB;
u3

l
1n

u2

l2 , (35)

and

u
u2

l
;a

u2

lu
2 , (36)

whereu andu respectively denote the rms values of velocity and
temperature fluctuations,l is an integral scale,l andlu are the
Taylor scales. Eqs.~35! and ~36! imply isotropic mechanical
and thermal dissipations. Note that the isotropic dissipation is usu-
ally a good approximation for any turbulent flow~Tennekes and
Lumley @13#!.

To proceed further, assuming the Squire postulate to be inde-
pendent of flow conditions and following Eq.~22!, let

l;lu . (37)

Then, elimination of velocity between Eqs.~35!and~36! results in
a thermal Taylor scale

lu;l 1/3S 11
1

PrD
1/6S na2

PB
D 1/6

, Pr>1 (38)

which may alternatively be written as
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lu;l 1/3~11Pr!1/6S a3

PB
D 1/6

, Pr<1, (39)

where Eq.~38! explicitly includes the limit for Pr→` and is con-
venient for fluids with Pr>1, and Eq.~39! explicitly includes the
limit for Pr→0 and is convenient for fluids with Pr<1.

Now, consider the local~isotropic! behavior of the homoge-
neous flow~in a sublayer next to a wall or in a vortex tube! and let
all scales~which are no longer distinguished! be replaced by an
isotropic scalehu . Thus, Eqs.~38! and ~39! are respectively re-
duced to a thermal Kolmogorov scale for buoyancy driven flows,

hu;S 11
1

PrD
1/4S na2

PB
D 1/4

, Pr>1 (40)

or, alternatively,

hu;~11Pr!1/4S a3

PB
D 1/4

, Pr<1. (41)

To date the relation between the small scales of turbulence and
the scales used in the correlation of natural and forced convection
data appears to remain unnoticed. To demonstrate this relation,
return to one of the foregoing scales, say Eq.~40! and assume, on
dimensional grounds,

PB;guu/Q0 . (42)

Let Q0 be the temperature of the isothermal ambient. Noting

Q0
215b (43)

b being the coefficient of thermal expansion, rearrange Eq.~42! as

PB;gubu (44)

or, with the isotropic velocity obtained from Eq.~36!,

u;a/hu

as

PB;gabu/hu . (45)

Insertion of Eq. ~45! into Eq. ~41! yields, after some
rearrangement,

hu;S 11
1

PrD
1/3S na

gbu D 1/3

. (46)

Further, assuming the buoyant sublayer to control heat transfer, let

u;DT (47)

DT being the imposed temperature difference between the wall
and ambient. Thus, Eq.~46! becomes, in terms of Eq.~47!,

hu;S 11
1

PrD
1/3S na

gbDTD 1/3

(48)

or, in terms of a characteristic scale for geometry,l ,

hu

l
;PN

21/3, (49)

or,

Nu;
l

hu
;PN

1/3. (50)

In summary, the small~or micro! scales of turbulence are also
the fundamental scales characterizing the heat transfer in buoy-
ancy driven flows. The apparent difference in these scales, as
demonstrated by the thermal scales proposed in this section,
comes from the fact that the turbulence scale given by Eq.~40! is
in terms of the buoyant~production of!energy while the equiva-
lent heat transfer scale given by Eq.~48! is in terms of buoyancy
~force!. The next section is devoted to a heat transfer model for
buoyancy-driven flows to be based on the scale given by Eq.~49!.

A Correlation
In terms of a mathematical curve best fitted to the extensive

experimental data accumulated over a period of five decades on
natural convection next to a vertical plate, Churchill and Chu@14#
proposed the following correlation for the laminar regime of iso-
thermal, vertical plates,

Nu50.681
0.670Ra1/4

@11~0.492/Pr)9/16] 4/9, (51)

and one for both the laminar and turbulent regimes,

Fig. 1 The ratio of PL ÕPC in terms of Prandtl number

Fig. 2 Nusselt number in terms of PL

Fig. 3 Nusselt number in terms of PT
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Nu1/250.8251
0.387Ra1/6

@11~0.492/Pr)9/16] 8/27. (52)

For both correlations, they empirically introduced a pseudoPC in
the form of

PC
m5

Ram

@11~C/Pr!s#n , (53)

or

PC5
Ra

@11~C/Pr!s#n/m (54)

which, in terms of three exponents related bym5n3s to satisfy
Pr→0 limit, admittedly provides flexibility for a best mathemati-
cal fit to the experimental data. Note that

lim
Pr→0

PC→PN and lim
Pr→`

PC→PN (55)

andPC somewhat deviates fromPN only in the interval 0.01,Pr
,100 ~Fig. 1!. Furthermore,PC is not only empirical but also
more complex in form thanPN which is justified on physical
grounds.

Following the dimensional arguments, a heat transfer correla-
tion satisfying both Pr→0 and Pr→`limits ~Le Fevre@15#! for
laminar natural convection is shown, in terms of

PL5
Ra

110.492Pr21 , (56)

to be

Nu50.6810.670PL
1/4, PL<106, (57)

and

Nu50.670PL
1/4, 106<PL<109, (58)

and for turbulent convection is shown, in terms of

PT5
Ra

110.164Pr21 , (59)

to be

Nu50.150PT
1/3, 109<PT<1012, (60)

satisfying Pr→0.024~McDonald and Connolly@16#! and Pr→`
~Churchill and Chu@14#!. Eqs.~57!, ~58!, and~60! are plotted in
Figs. 2 and 3 in terms ofPL andPT , respectively. As can be seen
from these figures, transitions happen at differentPN for different
fluids. This feature can be clearly explained in terms ofPL and
PT , respectively, characterizing the laminar and turbulent flows.
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Constructal Placement of High-
Conductivity Inserts in a Slab:
Optimal Design of ‘‘Roughness’’

M. Neagu and A. Bejan
Department of Mechanical Engineering and Materials
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NC 27708-0300

This paper addresses the fundamental problem of how to facilitate
the flow of heat across a conducting slab heated from one side.
Available for distribution through the system is a small amount of
high-conductivity material. The constructal method consists of op-
timizing geometrically the distribution of the high-conductivity
material through the material of lower conductivity. Two-
dimensional distributions (plate inserts) and three-dimensional
distributions (pin inserts) are optimized based on the numerical
simulation of heat conduction in a large number of possible con-
figurations. Results are presented for the external and internal
features of the optimized architectures: spacings between inserts,
penetration distances, tapered inserts and constant-thickness in-
serts. The use of optimized pin inserts leads consistently to lower
global thermal resistances than the use of plate inserts. The side
of the slab that is connected to the high-conductivity intrusions is
in effect a ‘‘rough’’ surface. This paper shows that the architecture
of a rough surface can be optimized for minimum global contact
resistance. Roughness can be designed.
@DOI: 10.1115/1.1392988#

Keywords: Contact Resistance, Heat Transfer, Interface, Packag-
ing, Roughness, Constructal Design

1 Constructal Theory
Constructal theory draws attention to the possibility of explain-

ing natural phenomena of ‘‘self-organization’’ on the basis of a
principle of design optimization, subject to global constraints
@1,2#. The initial presentation of the theory was made in terms of
minimizing the resistance to heat conduction between a heat-
generating volume and one point-size heat sink@3#. This funda-
mental problem was stimulated by electronics cooling applica-
tions at progressively smaller dimensions, where geometric
optimization plays an increasingly important role@4–8#. In the
volume-to-point heat flow problem, heat was generated uniformly
throughout the volume. A small amount of high-conductivity ma-
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terial could be used in the form of thin inserts to collect the gen-
erated heat and to channel it with minimum resistance to the heat
sink.

The optimization was geometric. It consisted of choosing the
best thicknesses, shapes and positions for the high-conductivity
inserts. This work was done at several volume scales, starting with
the smallest~elemental volume! and proceeding toward larger
scales~assemblies, constructs!. At the end of this optimization
procedure the inserts formed a tree network in which every single
geometric feature was a result of the invoked design principle.

Subsequent extensions of constructal theory showed that tree
networks also emerge after minimizing the resistance to fluid flow
between a volume and point@1,2#. Analogous trees were derived
for minimum travel time and minimum cost between an area and
one point, offering in this way a theoretical basis for the occur-
rence of urban structure and economics and transportation net-
works. The implications of this principle to the physics of tree
networks in physiology~e.g., lungs, vascularized tissues!, geo-
physics~e.g., river basins, deltas, lightning!, rapid solidification
and social organization are summarized in a new book@1#.

In this paper we return to the original engineering focus of the
constructal method, which was the optimization of architecture.
The engineering contribution of the method is to show that it is
possible to arrive at the main features of the optimized architec-
ture in a few steps of geometric optimization and organization
~assembly, construction!. Refinements of the optimized architec-
ture can be pursued subsequently, for example, via numerical
simulations of the flow in many configurations that differ only
slightly from each other@9#.

In the present paper we address a new fundamental problem of
geometric optimization, which departs from the tree network
problem in two significant respects. First, the given volume is
heated on one of its surfaces, not volumetrically~e.g., Fig. 1!.
Second, the role of heat sink is played by an entire surface, not by
a point-size heat sink. Once again, the challenge is to determine
the optimal spatial distribution of the given high-conductivity ma-
terial through the given volume.

With reference to Fig. 1, the objective is to minimize the global
thermal resistance (Tmax2T0)/q9, whereTmax is the peak tempera-
ture ~hot spot!that occurs along the top boundary heated byq9.
The distribution of temperature on this boundary depends on the
shape and distribution of the high-conductivity (kp) inserts
through the low-conductivity (k0) medium. The resistance (Tmax

2T0)/q9 is global because it belongs to the entire construct:Tmax
depends on the architecture of the construct. The exact location of
Tmax is not the issue. The constraint is that the levelTmax must not
be exceeded by the temperature anywhere inside the system. Con-
straints of this kind rule the thermal design of electronic compo-
nents and packages. The constraint analogous toTmax in the opti-
mization of the architecture of mechanical supports is the
maximum allowable stress@1#. Global objective functions are a
characteristic of constructal design and optimization@1#.

The global character ofTmax and the associated thermal resis-
tance is important especially on the background provided by the
classical approach to the thermal resistance across irregular
boundaries between two bodies~thermal contact resistance!. The
configuration of Fig. 1 may be viewed as the thermal contact
between the body of conductivityk0 and the irregular boundary
formed by theT0 base and thekp-protuberances. The classical
approach is to characterize the contact resistance in terms of the
constant~temperature difference! by which the linear temperature
distribution is displaced at distances~y! sufficiently far above the
T0 plane @10–12#. The linear temperature distribution drives the
heat fluxq9. This classical formulation has no place here, because
the system is as large~L! as the protuberances. There is nothing
above they5L plane. The temperatureTmax, which occurs in
some places alongy5L, is truly the highest temperature experi-
enced by the system.

The T0 base and the high-conductivity protrusions installed on

it may be viewed as a ‘‘rough’’ surface. In this paper we show that
the architecture of the rough surface can be optimized for mini-
mum contact resistance. Roughness can be designed.

2 Plate Inserts
Consider a two-dimensional body of thicknessL and low ther-

mal conductivityk0 . One side is heated with uniform heat flux
(q9), and the other side is cooled isothermally to the temperature
T0 . The reference design is the one where no high-conductivity
inserts are used. In this case the isotherms are planes parallel to
the two sides of the body, and the ‘‘hot spot’’ is the entire surface
that receives the heat fluxq9. The uniform temperature of the
upper surface (Tmax) is related to the other parameters through the
Fourier law,

Tmax5T01
q9L

k0
. (1)

When inserts of high-conductivitykp are present, the conduc-
tion of heat is no longer unidirectional, and the hot spots are
concentrated at discrete points on the upper~heated!surface. This
situation is illustrated in Fig. 1, where the hot spots are the inter-
sections of the planes of symmetry with the upper surface. In Fig.
1 the two-dimensional inserts are assumed to have the lengthL
and the tapered profile

D~y!5c~L2y!n. (2)

The unspecified exponentn accounts for the variable shape of
each insert. The leading factorc accounts for the specified volume
fraction occupied by inserts. IfH is the spacing between two
inserts, the volume fraction ofkp material is given by

f5
D0

H~n11!
~constant!, (3)

Fig. 1 Two-dimensional inserts of high conductivity for cool-
ing a body heated from the side
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where D0 is the thickness of the insert in its base plane,D0

5cLn5f(n11)H.
To calculate the hot-spot temperatureTmax, we simulated nu-

merically the steady-state conduction in the entire domain, and
repeated the simulations for many different geometries. The lower
part of Fig. 1 shows that the two-dimensional conduction domain
is divided into two regions, according to the thermal conductivi-
tiesk0 andkp . The conduction in the entire domain is ruled by the
energy conservation equation

]2T

]x2 1
]2T

]y2 50 (4)

subject to the appropriate boundary conditions for thek0 subdo-
main, namely,T5T0 at y50, ]T/]y52q9/k0 at y5L, ]T/]x
50 atx5H/2, and the boundary conditions for thekp subdomain,
namely,]T/]y52q9/kp at y5L, and ]T/]x50 at x50. Sym-
metry allows us to simulate heat conduction only in half of the
domain allotted to a single insert, 0<x<H/2. The continuity of
heat flux through the interface between thek0 and kp regions
requireskp(]T/]m)x5(D/2)25k0(]T/]m)x5(D/2)1, wherem is the
direction normal to the interface between thekp andk0 regions.

The nondimensional version of this problem statement is based
on usingL as length scale, andq9L/k0 as temperature difference
scale, cf. Eq. ~1!. The dimensionless variables are (x̃,ỹ,H̃)
5(x,y,H)/L and T̃5(T2T0)/@(q9L)/k0#. The dimensionless
counterparts of the boundary conditions are not shown. In particu-
lar, the continuity of flux at thek02kp interface revealsk̃
5kp /k0 as a dimensionless group that characterizes the combina-
tion of two conductive materials. The objective of the numerical
work is to calculate the hot spot temperature,

T̃max5
Tmax2T0

q9L/k0
(5)

and to minimize it. The valueT̃max51 corresponds to the refer-
ence case where the inserts are absent, Eq.~1!. The inserts and
their optimal placement will bring the value ofT̃max below 1.

The conduction problem defined in the lower part of Fig. 1 was
solved using a finite elements package@13#. We made this choice
because we needed a reliable and flexible solver capable of rapid
simulations in many different geometric configurations. The code
used quadrilateral elements with 9 nodes, and boundary elements
with 3 nodes. The solver used the Newton-Raphson iterative
method and a grid with 200 nodes in each direction (x̃,ỹ). The
grid was nonuniform and curvilinear, and was fitted smoothly to
the boundary of the high-conductivity insert. The convergence
criteria werei(T̃i2T̃i 21)/T̃i i<1026 andiR1i<1023, wherei, R,
and i•i are the iteration number, residual vector and Euclidean
norm.

The first geometric feature investigated was the shape of each
plate insert, which is described by exponentn, Eq.~2!. We varied
n in a wide range of insert profiles, from shapes with rounded tips
(n,1) to shapes with sharp tips (n.1) @14#. We found that de-
signs with rounded tips are better, and thatT̃max reaches its lowest
value in the limitn→0. This limit represents the plate profile with
constant thickness.

This is why in the remainder of the work on two-dimensional
inserts we setD5constant. Figure 2 shows this choice, and a new
feature in the design: the constant-thickness inserts penetrate the
body only partially. Their relative lengthP/L, or slenderness ratio
D/P, is an additional degree of freedom in the design. The other
degree of freedom is the relative spacingH̃5H/L. The volume
fraction of high-conductivity material continues to be a constraint,
f5DP/(HL).

We found numerically@14# that the global resistance can be
minimized with respect to the spacingH̃, or the density of plate
inserts, when the materials (k̃,f) and the plate slenderness ratio
(D/P) are fixed. When the distribution is sparse (H̃@1) the re-

sistanceT̃max approaches 1, in accordance with Eqs.~1! and ~5!.
The optimization was repeated for many combinations ofk̃, f,
and D/P, and for each combination we located the resistance
minimum, i.e.,H̃opt and T̃max,min.

The second step of the geometric optimization is presented in
the lower part of Fig. 2. The global resistance minimized with
respect to the spacing is now plotted versus the second free pa-
rameter,D/P. The resistance does not exhibit a minimum with
respect toD/P. Instead, it decreases as the plate profile becomes
more slender, and in the limitD/P→0 it reaches its lowest value.
This limiting T̃max,minvalue corresponds to the effective resistance
of a ‘‘laminated’’ composite in which very think0 plates alternate
with even thinnerkp plates, and where the heat transfer is unidi-
rectional ~along the plates!. It can be shown that the effective
resistance in this limit isT̃* 5@11f( k̃21)#21. The opposite
limit corresponds to wide high-conductivity plates (D@P) at-
tached to the cold surface (T0). The effective resistance of this
composite is comparable to that of a two-layer sandwich (k0 ,kp)
oriented perpendicularly to the heat current.

Of practical interest is theD/P!1 range, where the minimized
resistance can be decreased further by making inserts and inter-
stices of progressively smaller dimensions. Diminishing returns
are reached in this direction, and this brings up the engineering
design question: What small dimensions are small enough? A
similar ‘‘cutoff’’ question established the smallest scale~elemental
volume! in the earlier work on heat networks@1–3#.

In Fig. 2 we see that the minimized resistance is within 10
percent of the lowest possible value when the slenderness ratio
has the value (D/P)* . This ratio and the corresponding optimized
ratios (P/L)* and (H/L)opt* @or H̃opt* # are reported in Fig. 3 as
functions of the composite material parametersf and k̃. These
calculations show that the plate inserts must be more slender as
the volume fractionf decreases, and as the conductivity of the

Fig. 2 Constant-thickness plate inserts that penetrate partially
the heated body, and the smallest dimensions cutoff: the mini-
mized global resistance can be reduced by making the plate
inserts sufficiently slender.
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insert increases. The penetration depth of each insert increases as
k̃ increases. The spacings decrease ask̃ increases, however, the
effect of the volume fractionf is considerably weaker.

3 Pin Inserts
A general trend in the geometric optimization of paths for heat

and other flows is that the global resistance decreases when the
high-conductivity channels are distributed ‘‘more uniformly’’
through the given volume. When this is done, the complexity of
the structure constituted by these channels increases. We pursued
this direction in the present study, and, instead of the two-
dimensional flow pattern of Fig. 1, we considered the three-
dimensional configuration shown in Fig. 4. The temperature field
is three-dimensional because the inserts of high-conductivity ma-
terial are shaped as pins. The other features of the conductive
composite (q9,T0 ,k0 ,kp ,L,f) are the same as in the system stud-
ied until now.

It is easier to study numerically a single insert than an entire
population of inserts. This is why we adopted the simplifying
model shown in the lower-left part of Fig. 4. If the spacing be-
tween adjacent inserts isH, and if the inserts are arranged in a
regular array~squares, equilateral triangles!, then the temperature
field around a single insert is approximated adequately by the field
calculated inside a cylinder of diameterH, with the insert on its
axis. The cylindrical surface is adiabatic. In the array with many
inserts the hot spots are expected to occur in they5L plane in the
small ‘‘islands’’ located the farthest from the inserts. In the single
cylinder model the hot-spot temperature is approximated by the
temperature of the rim of diameterH situated in they5L plane.

The numerical work proceeded in the same steps as in Section
2, therefore in this section we highlight only the results and the
features that are due specifically to the three-dimensionality of the
flow @14#. First, we examined the effect of the pin profile, which is
controlled by the exponentn in the power-law shape, Eq.~2!. The
volume fraction occupied bykp material is fixed,

f5
D0

2

H2~2n11!
(6)

and controls the size of the base diameter of the pin,D05cLn

5H@f(2n11)#1/2. The computational domain was divided into
two regions according to the presence of thek0 andkp materials.
The equation for steady state conduction

]2T

]r 2 1
1

r

]T

]r
1

]2T

]y2 50 (7)

was subjected to the boundary conditions for thek0 region,
namely, T5T0 at y50, and ]T/]y52q9/k0 at y5L, and
]T/]r 50 at r 5H/2, and the conditions around thekp region,
namely,T5T0 at y50, ]T/]y52q9/kp at y5L, and]T/]r 50
at r 50. The condition for the continuity of heat flux at ther
5D(z)/2 interface between the two regions reveals again the di-
mensionless parameterk̃5kp /k0 . The dimensionless formulation
of the three-dimensional conduction problem was based on the
variables defined above Eq.~5!. The grid, numerical method and
convergence criteria were the same as in the preceding section.

The effect of the pin shape~n! is documented by Neagu@14#.
The limit n!1 is beneficial from the point of view of minimizing
the global resistance. The rest of the numerical work was devoted
to pins of constant diameter~D! and partial penetration distance
~P!, as shown in the lower-right part of Fig. 4. In this geometry
the kp-volume fraction isf5D2P/(H2L). The geometry of the
elemental cylinder model has two degrees of freedom, the external
aspect ratioH̃5H/L, and the internal ratioD/P, or P/L. The
global resistance has a minimum with respect toH̃, as shown by
Neagu @14#. This minimum (H̃opt ,T̃max,min) was identified and
stored in all subsequent calculations.

The effect of the internal ratioD/P on T̃max,min is qualitatively
the same as in Fig. 2. For each case we constructed the equivalent
of Fig. 2, and based on convention we chose (D/P)* and T̃* as
the point whereT̃max,min is within 10 percent of its lowest value.
The remaining graphs of Fig. 5 report as functions ofk̃ andf the
geometrical features that allows the design to reach this level of
performance. The robustness ratio (D/P)* decreases almost pro-

Fig. 3 Top: The smallest robustness ratio for plate inserts.
Middle: The relative penetration length of plate inserts. Bottom:
The relative spacing between plate inserts.

Fig. 4 Cylindrical model for the three-dimensional conduction
around pin-shaped inserts of high thermal conductivity.
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portionally with f. Remarkable is that the effect ofk̃ is insignifi-
cant, unlike in the corresponding set of results for plate inserts.
Comparing Figs. 3 and 5 we see that pin inserts have considerably
larger (D/P)* ratios than plate inserts for the same composite
material (k̃,f).

An alternate presentation of the internal aspect ratio is the rela-
tive penetration distance shown in Fig. 5~middle!. This can be
compared with the earlier chart for plate inserts~Fig. 3! to see that
the penetration length of pin inserts is larger than for plate inserts.
Whenf is of order 1 or smaller, the (P/L)* ratio of pin inserts is
nearly equal to 1, meaning that the inserts extend almost com-
pletely across the system.

The external aspect ratioH̃opt* @or (H/L)opt* # that corresponds to
the 10-percent cutoff design of Fig. 5~top! is reported in Fig. 5
~bottom!. Once again, the effect of the conductivity ratio is insig-
nificant. The slenderness ratio (H/L)opt* is proportional to roughly
f0.7 whenf becomes sufficiently small. Comparing Figs. 5~bot-
tom! and 3~bottom!we see that the optimal distance between pin
inserts is three or four times smaller than for plate inserts.

4 Conclusions
The main conclusion of this work is that it is possible to dis-

tribute optimally in space a finite amount of high conductivity
material, for the purpose of facilitating the flow of heat across a
conducting body heated from the side~Figs. 1 and 4!. The opti-
mization is geometric and involves external and internal features:
spacings between inserts, penetration distances, two-dimensional
and three-dimensional arrangements, and shapes of inserts~con-
stant thickness or tapered!. This conclusion reinforces the main
point of the constructal method of optimizing the access to flow
subject to global and local constraints: the optimization can be

pursued geometrically, in space. The very architecture of the
system—its geometric form~shapes, structure!—is the visualiza-
tion of the optimization principle.

Simple optimization results of the type developed in this paper
can provide orientation to the designer, at an early stage. For
example, the choice between two-dimensional and three-
dimensional inserts for the same amount of high-conductivity ma-
terial can be made on the basis of which geometry yields the
largest reduction in global thermal resistance. The unavoidable
tradeoff between further reductions and increasing manufacturing
difficulties must also be considered. In the present case, the use of
optimized pin inserts leads to consistently smaller global resis-
tances, as shown by the plates vs. pins comparison presented in
Fig. 6.
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Nomenclature

c 5 factor
D 5 insert thickness, m

D0 5 thickness at the base of the insert, m
H 5 spacing between inserts, m
k0 5 low thermal conductivity, W m21 K21

kp 5 high thermal conductivity, W m21 K21

k̃ 5 conductivity ratio,kp /k0
L 5 thickness of conducting system, m
n 5 exponent
P 5 insert penetration length, m

q9 5 imposed heat flux, W m22 K21

r 5 radial position, m
T 5 temperature, K

Tmax 5 hot-spot temperature, K
T0 5 lowest temperature, K

x 5 transversal position, m
y 5 longitudinal insert position, m
z 5 longitudinal insert position, m

Greek Symbol

f 5 volume fraction of high-conductivity material

Superscripts

~;! 5 dimensionless notation, Eqs.~11, 12!
~ !* 5 dimension at the cutoff, Figs. 5 and 12

Fig. 5 Top: The smallest robustness ratio for pin inserts.
Middle: The relative penetration length of pin inserts. Bottom:
The minimized global thermal resistance of systems with opti-
mized plates and pins inserts, using the same amounts and
types of conducting materials „ k̃ ,f….

Fig. 6 The minimized global thermal resistance of systems
with optimized plates and pins inserts, using the same
amounts and types of conducting materials „ k̃ ,f…
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Subscripts

max 5 maximum
min 5 minimum
opt 5 optimum
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The analytical solutions of nonlinear unsteady heat conduction
equation are meaningful in theory. In addition, they are very use-
ful to the computational heat conduction to check the numerical
solutions and to develop numerical schemes, grid generation
methods and so forth. However, very few explicit analytical solu-
tions have been known for the unsteady nonlinear heat conduc-
tion. In order to develop the heat conduction theory, some alge-
braically explicit analytical solutions of nonlinear heat
conduction equation have been derived in this paper, which in-
clude one-dimensional and two-dimensional unsteady heat con-
duction solutions with thermal conductivity, density and specific
heat being functions of temperature.@DOI: 10.1115/1.1392990#

Keywords: Analytical, Conduction, Heat Transfer, Unsteady

1 Introduction
Analytical solutions of constant coefficient heat conduction

equations played a key role in the early development of heat con-
duction. However, when thermal conductivity, density and specific
heat are taken into account as functions of temperature, the gov-
erning equations are nonlinear. It is difficult to find analytical
solutions to such problems. The common Kirchhoff’s transforma-
tion @1# is unable to completely simplify the unsteady nonlinear
equations with thermal diffusivity being function of temperature
as mentioned by O¨ zisik @2#. According to the knowledge of the
authors, perhaps no algebraically explicit analytical solutions of
unsteady nonlinear heat conduction have been found in the open
literature so far. From the viewpoint of theoretical study on un-
steady heat conduction, it is valuable to find out some analytical
solutions. For the same reason, the first author@3# recently pro-
vided some algebraically explicit analytical solutions of unsteady
nonlinear compressible flow to develop aerodynamics.

Besides theoretical meaning, analytical solutions can also be
applied to check the accuracy, convergence and effectiveness of
various numerical computation methods and their differencing
schemes, grid generation ways and so on. The analytical solutions
are therefore very useful even for the computational heat conduc-
tion. For example, in the fluid dynamics field, several analytical
solutions which can simulate the three-dimensional potential flow
in turbomachine cascades were given by the first author Cai et al.
@4#; these solutions have been used successfully by scientists to
check their computational methods and computer codes~Cai et al.
@4#, Zhu and Liu@5#, Xu et al. @6#, Gong and Cai@7#, Shen et al.
@8#!.

Several algebraically explicit analytical solutions of unsteady
nonlinear heat conduction are derived in this paper to develop the
theory of unsteady heat conduction and to serve as the benchmark
solutions for numerical calculations.

It is emphasized that the main aim of this paper is to obtain
some possible explicit solutions of the governing equation, the
initial and boundary conditions are indeterminate before deriva-
tion and deduced from the solutions afterward. It makes the deri-
vation procedure easier. In order to be able to derive explicit ana-
lytical solutions, another important point is that the function of the
thermal conductivity and the function of the density and specific
heat have to be matchable in some degree. Actually, the derivation
procedure is not a general or classically mathematical one; basi-
cally it is a trial and error method with the help of inspiration,
experience and fortune. Moreover, in some cases a skill is applied
to solve the unsteady nonlinear equations: it is assumed that the
unknown solutionsu(t,x,y)5T(t)1X(x)1Y(y).

2 Analytical Solutions of Geometrically One-
Dimensional Unsteady Nonlinear Heat Conduction

The governing equation for one-dimensional unsteady heat con-
duction with variable coefficients is commonly given as follows:

rCp

]u

]t
5

]

]x S K
]u

]xD . (0)

Generally,K, r, andCp are not constant but positive.
Three solutions have been found as follows:

K5kelu, rCp5Const.5m
u5 ln$C1m~x1C3!2/@2k~C22C1t !#%/ l J . (1)

If C1 and C2 are positive, the permissible time value of this
solution ist,C2 /C1 , otherwise Eq.~1! is not effective. The ini-
tial and boundary conditions can be obtained with Eq.~1! as fol-
lows: When t50, u5 ln@C1m(x1C3)

2/(2C2k)#/l; when x50, u
5 ln$C1C3

2m/@2k(C22C1t)#%/l; and when x51, u5 ln$C1m(1
1C3)

2/@2k(C22C1t)#%/l.
The initial and boundary conditions of the following solutions

can be derived in the same way. For a given analytical solution, its
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correctness can be easily proven by substituting it into the gov-
erning equation. It is the same for the following solutions.

The parameter variations of Eq.~1! are shown in Fig. 1.
Usually, the variation of thermal conductivity is unlikely large,

then l in Eq. ~1! is commonly a low number.

K5ku l , rCp5mun

u5F C1m~n2 l !~x1C3!2

2k~21n1 l !~C1t2C2!G
1/~ l 2n!J (2)

Commonly,t,C2 /C1 is necessary except when 1/(l 2n) is a
positive even round number;l andn in Eq. ~2! are low numbers.

The parameter variations of Eq.~2! are shown in Fig. 2.

K5kelu, r5mej u, Cp5nepu

u5 ln$2k~p1 j 1 l !~ t1C2!/@~p1 j 2 l !mn~x1C3!2#%/
~p1 j 2 l !

J (3)

It is not a complicated solution even all the coefficients in the
governing equation—K, r, andCp—are functions ofu.

By the way, solution~1! is actually a special case of solution~3!
with p1 j 50 andn51.

In addition, there are some other one-dimensional solutions
which are special cases of the following two-dimensional
solutions.

3 Analytical Solutions of Geometrically Two-
Dimensional Unsteady Nonlinear Heat Conduction

The governing equation for two-dimensional unsteady heat
conduction with variable coefficients is commonly given as
follows:

rCp

]u

]t
5

]

]x S K
]u

]xD1
]

]y S K
]u

]yD . (0a)

Similar to Eq.~0!, K, r, andCp are not constant but positive.
Some algebraically explicit analytical solutions with variableK,

r, andCp are derived with the hint of Kirchhoff’s transformation
as follows:

K5kelu, rCp5melu

u5C1kt/m6~C3 / l !1/2x6@~C12C3!/ l #1/2y1C2
J , (4)

where the constantsC3 / l and @(C12C3)/ l # must be positive.
It is worth noticing that the solution is very simple—

temperature is linear function of both time and geometric coordi-
nates, although the governing equation is highly nonlinear.

The parameter variations of Eq.~4! are shown in Fig. 3.
WhenC35C1 , this solution degenerates into one-dimensional

solution:

u5C1kt/m6AC1 / l •x1C2 (4a)

The parameter variations of Eq.~4a! are shown in Fig. 4.
Another possible solution withK5kelu, rCp5melu can be

deduced as follows:

u5C1kt/m1 ln$cosh@6AC3l ~x1C2!#%/ l

1 ln$cosh@6A~C12C3!l ~y1C4!#%/ l 1C5 . (5)

WhenC35C1 , this solution degenerates into one-dimensional
solution too.

Fig. 1 The typical diagram of Eq. „1…

Fig. 2 The typical diagram of Eq. „2…

Fig. 3 The typical diagram of Eq. „4…

1190 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K5ku l , r5mu l , lÞ21

u5expH C1t1C2

m
1FC12C3k

k~11 l ! G1/2

~x1C4!1S C3

11 l D
1/2

~y1C5!J 1C6
J (6)

In Eq. ~6!, (C12C3k)/@k(11l )# and C3 /(11l ) have to be
positive. The parameter variations of Eq.~6! are shown in Fig. 5.

When C350, this solution degenerates into one-dimensional
solution:

u5expH C1t1C2

m
1F C1

k~11 l !G
1/2

~x1C4!J 1C6 (6a)

The parameter variations of Eq.~6a! are illustrated in Fig. 6.
Although Eq. ~0a! is a mathematical three-dimensional equa-

tion with three independent variablest, x, andy, but solutions~4!,
~5!, and~6! are quite simple. Hence, they are appropriate to be
basic analytical solutions for theory and benchmark solutions for
computational heat conduction.

4 Summary
Some algebraically explicit analytical solutions of nonlinear un-

steady heat conduction equation have been derived. According to
the knowledge of the authors, no such algebraically explicit ana-
lytical solutions of nonlinear heat conduction have been published
in the open literature. The abovementioned solutions will be valu-
able to the theory of unsteady heat conduction, especially to the
computational heat transfer as the benchmark solutions to check
the numerical solutions and to develop the numerical computation
approaches such as the differencing schemes, grid generation
methods and so forth.

The analytical solutions given in this paper are based on rect-
angular coordinates, the derivation based on other coordinates will
be given in a forthcoming paper.

Acknowledgment
The study is supported by the National Science Foundation of

China ~59846006, 59925615! and NKBRSF Project of China
~G2000026305!.

Nomenclature

Ci 5 different constants
Cp 5 specific heat

j ,k,l ,m,n,p 5 different constants
K 5 thermal conductivity
t 5 time
u 5 specific internal energy

x,y 5 geometric coordinates
u 5 temperature
r 5 density
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The author in his Introduction gives the reasons why one should
consider the two-dimensional analysis and non-insulated tip.
Briefly, he states the ‘‘mathematics in the one-dimensional solu-
tion are not difficult, because of large heat transfer coefficients,
the tip should no be considered insulated, and the two-
dimensional solution is more difficult.’’ However, the following
discussion will show that the above are rather superficial state-
ments without any scientific basis. The dimensionless variables
employed by the author are not appropriate, this leads ton con-
fusing results.

Given the fin geometryr 1 , r 2 , andL, the parametersk,h,he ,
and the temperaturesTw ,T` , these quantities should be combined
to form the dimensionless parameters that characterize the heat
transfer process. In the heat transfer literature these non-
dimensional parameters are

the ratio b5
r 2

r 2
(1a)

the
conductiom

convection
coefficient u25

~r 22r 1!2h

kL

5
~b21!2hr1

2

kL

5~b21!2w2 (1b)

the parameterS he

h D hr1

k
5S he

h DBr (1c)

The parametersw2 and Br are usually called the surface
conduction/convectioncoefficient andsurface Biot number, re-
spectively.Br enters the solution through the boundary condition,
author’s equation,~2!, which is written as

j5b,
du

dj
1~he /h!Br50. (2)

Similarly, in the two-dimensional solutionBr is introduced via the
author’s Eqs.~7a! and ~7b!. Using the above non-dimensional
parameters the fin dimensionless temperature is

u5u~u,b,j,~he /h!Br !

5u~w,b,j,~he /h!Br ! one-dimensional solution (2a)

u5u~u,b,j,n,~he /h!Br ,Br !

5u~w,b,j,n,~he /h!Br ,Br ! two-dimensional solution

(2b)

The heat dissipated by the fin is

Qfin5Qfin~u,b,~he /h!Br !

5Qfin~w,b,~he /h!Br ! one-dimensional (3a)

Qfin5Qfin~u,b,~he /h!Br ,Br !

5Qfin~w,b,~he /h!Br ,Br ! two-dimensional. (3b)

From the above equations one can readily derive the following
fin efficiency and effectiveness:

efficiency h5h~u,b,~he /h!Br !5h~w,b,~he /h!Br ! (4)

effectivenessR5R~u,b,~he /h!Br ,Br !5R~w,b,~he /h!Br ,Br !.
(5)

Considering the tip to be insulated the above equations become

h5h~u,b! (4a)

R5R~u,b,Br !. (5a)

One can choose any set of parameters involvingu or w5u/(b
21), and Br or Bi

1/25Br /w5(b21)Br /u. Gardner~author’s
reference!used Eq.~4a! to produce graphs of the fin’s efficiency
versusu for different values ofb. Razelos and Imre~author’s
reference!and Netrakanti and Huang@1# employedw, andb to
determine the optimum fin dimensions with variable thermal
parameters.

The author’s two-dimensional solution, of which that no refer-
ence is given, contains some confusing non-dimensional variables
G, Bi , and the rootsln , that he states are determined from Eq.
~6f !, not ~8e! that do not exist. He never noticed that the solution
always contains the productlnL. The author should have con-
sulted Carslaw and Jaeger@2#. The roots of equation~6f ! are

rn5lnL5rn~Bi !. (6)

These roots and are tabulated in@2#. One key observation is the
fact that the magnitude of the roots forn.1, irrespectively of the
Bi value are

~n21!p<rn<~2~n21!11!p/2. (7)

Moreover, the author should have followed@2# and express the
sin(rn) as a function of tan(rn)5Bi /rn to obtain the solution given
by Eq. ~2!. It has been shown by Razelos and Georgiou~author’s
reference!that due to the large values ofrn , the predominant
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Engineering. E-mail: razel@ath.forthnet.gr
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term in the series forn.1 is the first one. Therefore, the two-
dimensional solution consists of only one term and is not more
difficult than the one-dimensional solution. In addition, in the
above reference, graphs of the effectiveness are presented for dif-
ferent values ofu and b versus Bi

1/2, which show that two-
dimensional solution actually reduces to the one-dimensional
solution.

In concluding, we should point out that the author’s comments
such as ‘‘large heat transfer coefficients, thin and thick fins,’’
should be disregarded because all these quantities are introduced
through the proper non-dimensional parameters. Also, the author’s
last statement ‘‘the major difference is that the one-dimensional
solution is less restrictive’’ whatever that means should be
ignored.

Today fin designers are using more sophisticated programs to
design optimum or nearly optimum fins, taking into account vari-
able thermal parameters. Therefore this paper does not offer any
help due to an inappropriate set of dimensionless variables and the
misleading statement ‘‘Use Fin’’ that appears in the Figs. 2 and 3.
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Erratum: ‘‘An Experimental Study of Heat Transfer of a Porous Channel
Subjected to Oscillating Flow’’

†ASME J. Heat Transfer, 123, No. 1, pp. 162–170‡

H. L. Fu, K. C. Leong, X. Y. Huang, and C. Y. Liu

1. Ligament diameters for ERG A1 40 PPI and ERG RVC 45 PPI in Table 1 should read as 1.19431024 m and 1.08631024 m,
respectively.
2. The magnitudes of the Reynolds number labels indicated as Re on Figs. 2–5 and Fig. 7 should be divided by 10.
3. The Reynolds number scale in thex-axes of Figs. 8–10 should be divided by 10.

Erratum: ‘‘A Scattering-Mediated Acoustic Mismatch Model for the Prediction
of Thermal Boundary Resistance’’

†ASME J. Heat Transfer, 123, No. 1, pp. 105–112‡

Ravi S. Prasher and Patrick E. Phelan

The paper was listed in theRadiative Transfercategory in the table of contents. The paper should have been in theMicroscale Heat
Transfer category.
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