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On the Solution of

Multidimensional Inverse Heat

Conduction Problems Using an
n.m.park | Efficient Sequential Method

W. S. Jung

Department of Chemical Engineering,
Sogang University,
Seoul, Korea

An efficient real-time scheme is developed to estimate the unsteady, spatially varying wall
heat flux in a two-dimensional heat conduction system from the temperature measurement
inside the domain. The algorithm is based on the Kalman filtering and the Karhunen-
Loeve Galerkin procedure. Although the employment of the Kalman filtering technique
allows the derivation of a set of sequential estimation equations, the real-time implemen-
tation of these equations is never feasible due to the tremendous requirement of computer
time and memory. In the present scheme, this difficulty is circumvented by means of the
Karhunen-Loge Galerkin procedure that reduces the governing partial differential equa-
tion to a minimal set of ordinary differential equations. The performance of the present
technique of inverse heat conduction problems is evaluated by several numerical experi-
ments, and it is found to be very accurate as well as effici¢bOl: 10.1115/1.1409260

Keywords: Computational, Heat Transfer, Inverse, Numerical Methods

1 Introduction and thus nonsequential. But in many situations, it is necessary to
timate the history of unknown properties in real time. For this

There are many industrial processes where one has to adJUStéﬁ?pose, we have to adopt a sequential algorithm where initial a

thermal state of the system by manipulating heat fI_ux t_hrough Wfiori estimation is continually updated based on current experi-
system boundary. Some examples are the vulcanization of COMantal measurements.

plex rubber moldings, the heat treatment of ingots in the soaking the present investigation we employ the Kalman filtering
pit of steel mill[1] and the baking of ceramic wafers for annealepnigue that is a typical sequential estimation method consisting
ing, oxidation and chemical vapor depositifft). In these cases, of repeatedly updating the estimates and a covariance matrix to
the amount of heat flux imposed on the boundary determines iigjcate the reliability of the estimatd§—7]. There have been
temperature distribution in the system and, therefore, the accurgéfne attempts at applying the Kalman filtering technique to solve
determination of heat flux is a crucial step in the operation of thghe-dimensional inverse heat transfer problef@®]. But the
processes. One may determine the heat flux at the boundary of dh@ightforward implementation of a Kalman filter to the multidi-
domain by exploiting temperature measurements within the dgrensional heat conduction equation is never feasible due to the
main. This is one of the typical inverse heat conduction problemi@mendous amount of computer time and memory required to
[3]. The determination of temperature distribution in the domaiplve the covariance equation. For a two-dimensional heat con-
from the knowledge of heat flux at the boundary is a direct prolruction equation, the covariance equation is a four-dimensional
lem, and the determination of heat flux at the boundary based gnsteady partial differential equation. It becomes a six-
the temperature measurements in the domain is an inverse preimensional partial differential equation if we consider a three-
lem. Contrary to the direct problem which consists of computingimensional heat conduction. Therefore, one of the most impor-
the consequences of given causes, the inverse problem is assageit prerequisites for the successful implementation of a Kalman
ated with the reversal of the cause-effect sequence and consistl@l for the purpose of real-time estimation is the development of
finding the unknown causes of known consequences. In maayeliable low dimensional model that predicts the system behav-
situations, the direct measurement of the cause is not practical @on$ accurately. An appropriate technique for this purpose is the
one is forced to estimate the cause from the observation of tkarhunen-Loge Galerkin procedurEl0—12 which is a Galerkin
effect. The solution of inverse problems requires special numemethod employing the empirical eigenfunctions of the Karhunen-
cal techniques to stabilize the result of calculations since the ihoeve decomposition as basis functions. Through the Karhunen-
verse problems are ill-posed in the sense of Hadamard; small pepeve Galerkin procedure, one can a priori limit the function
turbations in the observed functions may result in large changessipace considered to the smallest linear subspace that is sufficient
the corresponding solutions. Commonly adopted techniques ferdescribe the observed phenomena and consequently reduce the
the solution of inverse heat conduction problems are the leag@verning partial differential equation to a minimal set of ordinary
square method modified by the addition of regularization terngffferential equations. Originally, the Karhunen-leedecompo-

that impose additional restrictions on admissible solutj@snd Sition had been devised as a rational technique enabling a stochas-
the conjugate gradient method where the regularization is inh&g field to be represented with a minimum degree of freedom
ently built in the iterative procedur@]. These algorithms for the [13]. If the Karhunen-Loee decomposition is applied to a given
inverse problems are iterative ones and therefore require repeati@ghastic field, we get a set of empirical eigenfunctions. The
computation of governing equations before obtaining estimatiori@me stochastic field can be represented with a minimum degree

They also require a complete data base before computation bedihéreedom when employing these empirical eigenfunctions. But
recent works[10—12 have extended the applicability of the

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF Karhunen-Loee decompos.'lt!on to the analySIS of nonsta_nonary,
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 13["0"‘|"0mOgene0_uS _determm'St'C as We_” as _StOChaStIC f'_elds and
2000; revision received April 19, 2001. Associate Editor: R. L. Mahajan. allowed the derivation of rigorous low dimensional dynamic mod-
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els that simulate the given systems almost exactly even when the JT

boundary conditions vary. This extension of the original k&— =q(x,t) on Xy (4)
Karhunen-Loge decomposition is called the Karhunen-kee y

Galerkin procedure. The Karhunen-l@eGalerkin procedure is and the initial condition

not restricted by geometric complexities and can treat irregular .

geometries as easily as the regular ones. In the present investiga- T(xy,0=0 in O ®)

tion, we reduce the heat conduction equation to a low dimension#éreT is the temperature fieldy is the heat flux into the domain,
dynamic model through the Karhunen-lveeGalerkin procedure, k is the thermal conductivity, the density anc€C, the heat capac-
and develop a sequential method of solving inverse heat conditg- We nondimensionalize the system such tkat1.0, p=1.0,

tion problems by applying the Kalman filtering technique to th€,=1.0, 0<x=<1 and O<y=<1. The set of Eqs(2)—(5) is solved
resulting low dimensional model. In the context of inverse protpy a finite difference method employing (4@0) grids, which is
lems, the Karhunen-Lae Galerkin procedure filters out the highfound to be sufficient to resolve the temperature fields considered
frequency responses of the system and better conditions the darthe present work. The inverse heat conduction problem under
responding inverse problem. The present algorithm is found ¢onsideration is the estimation of spatially and temporally varying
solve the inverse heat conduction problem accurately in a sequaBat fluxq(x,t) imposed onl"y, from the temperature recordings
tial manner with a meager requirement of computer time argf thermocouples positioned inside the domain.

memory.

3 The Karhunen-Loeve Decomposition

2 System Governing Equations To make this paper self-contained, we introduce the essence of

As shown in Fig. 1 the domain of the system is a square withthe Karhunen-Loge decomposition. The Karhunen-lwee de-
quarter removed to make it non-separable. For non-separable g@mposition, expressed briefly, is a method of representing a sto-
mains like this, it is impossible to obtain analytic eigenfunctionghastic field with a minimum degree of freedom. As a means of
thus making the traditional Galerkin methods not applicable. Bgxplaining the Karhunen-Loe decomposition we seledt arbi-
the Karhunen-Loee Galerkin procedure can be applied efficientljrary irregularly shaped functions witt=1,2,--- ,N. From now
to this kind of systems with complicated boundaries. The boun@n, we call the irregular shapes of these functi¢ig} “snap-
ary of the domainT, is splitted into two partsf =T'yUT'p . The shots.” In Park and Ch10], it is shown that the most typical or
heat fluxq(x,t) is imposed o’y and the homogeneous Dirichletcharacteristic structurg(x) among these snapshdfs,} is given
boundary condition ofif ; . Also shown in Fig. 1 are the locationsby solving the following eigenvalue problem of the integral Eg.
of sensors to measure the temperature variations. The purposé6of
these measurements is to estimate the wall heat flux function

g(x,t) by means of an inverse analysis. We define the space-time f K(x,x")®(x")dx' =\ d(x), (6)
quantities. Q
Sp5=IpXx(0};) and 2y=TyX(0,). (1) where the kernel of the integral equatibifx,x’) is defined as
After these preliminaries, we write down the heat conduction 1 N
equation, K(x,x")= NE Ta(X)THX). (7)
n=1
aT P25 o _ .
pCr—=K| 2+ —|T (2) Usually this kind of integral equation can be solved by means of
ot Ix= - ay the Schmidt-Hilbert techniquiL4].
with the boundary conditions Let's express the eigenvaluag>N\,>--->\y and the corre-
sponding eigenfunctiong,,®,, -+ ,¢y In the order of magni-
T=0 on Zp (3)  tude of eigenvalues. The eigenfunctign corresponding to the

largest eigenvalug; is the most typical structure of the members
of the snapshot$T,} and the eigenfunctiorb, with the next
largest eigenvalu@, is the next typical structure, and so forth.
Since the kerneK(x,x") is symmetric, these empirical eigenfunc-
\ ‘ j tions {¢,} are mutually orthogonal. These empirical eigenfunc-

atx.t

tions{¢,} can represent the system in the most efficient way. The
span of these eigenfunctions is exactly the span of all the realiza-
tion of snapshots. Thus, any feasible solution can be represented
° as a linear combination of these eigenfunctions. The set of these
FN empirical eigenfunctions can be made completeay including
all eigenfunctions with zero eigenvalues. But the eigenfunctions
T with zero eigenvalue denote solution structures which are impos-
D sible for the range of heat flux functiom(x,t) under consider-
ation. Therefore, the set of empirical eigenfunctions has no diffi-
culties in spanning the whole realizable solution space. The
FD Q Karhunen-Loge Galerkin procedure, employing these empirical
eigenfunctions as trial functions of a Galerkin method, reduces the
D original system to a low dimensional model with a minimum de-
gree of freedom.

4 The Low Dimensional Dynamic Model

According to the Schmidt-Hilbert theorf14], the empirical
eigenfunctions are expressed linearly in terms of snapshots.
Therefore, an appropriate set of empirical eigenfunctions can be
obtained only from an ensemble of snapshots which are represen-
Fig. 1 The system and relevant boundary conditions tative of the system characteristickd,11]. An ensemble of snap-
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shots characterizing the system dynamics is obtained in the fekcond, the third and the fourth empirical eigenfunctions with the
lowing way. We transform the continuous control functipfx,t)  corresponding normalized eigenvalues=0.741,\,=0.156,A;

into discrete variables as follows: =4.969x10 2, and\,=2.127x10 2, respectively. Also shown
M N in Fig. 3(e-h) aret;ome té?ical eighenfunctionsgvith smaller eigen-
_ values, i.e, the 17, the 18", the 19", and the 28/ eigenfunctions
a0t mzzl nzl mn¥ m(DW(X), (8) with the corresponding normalized eigenvalues,;=2.351

_ h _ X104, Ng=1.787X10 4, A1g=1.391X10 4, and \y=1.127
where Wp(t) is the m™ time shape function employed to dis-y 154  Figure 3 reveals that the dominant empirical eigenfunc-
cretize the time variable anl,(x) is then™ space shape function tjons represent the large scale structures of the temperature field,
employed to discretize the space variakj@ndM is the number \yhile the eigenfunctions with small eigenvalues represent the
of time shape functions, antl is the number of space shapegmg|| scale structures. Using these empirical eigenfunctions, we
functions employed. In the present work, we adbpt11, and can reduce the heat conduction equation to a set of small number
N=11. The values oM andN are determined based on the deqyt ordinary differential equations. We represent the temperature

sired degree of the temporal and spatial resolution of the heat figgq T(x,y,t) as a linear combination of empirical eigenfunctions
function. The function specification by means of E8) regular- 55 follows:

izes the problem by restricting the solution space of the inverse
problem. Figure 2 depicts these shape functions. Next, we solve NT

the system, Eq.2)~(5), withq(x,t) =¥ ,(x) and record the tem- T(x,y,t):z a;(t) di(x,y), 9)
perature field at an appropriate time intervals until a steady state is i=1

reached. These recordings of the temperature field are used as . ‘th . . . .

snapshots in the Karhunen-haedecomposition. If the heat flux ere ¢; is thei™ empirical eigenfunctiona;(t) is the corre-
q(x,t) =W (x) is imposed initially, a thermal boundary layer withSPONding spectral coefficient ardT"is the total number of the
a steep temperature gradient appears iigar and the tempera- empmcal elgenfunctlon_s employed in the Karhuneni®6&aler-
ture gradient becomes less steep as time goes on. Thus, the lﬂg_procedure. The residual is expressed as

guency to take snapshots should be high initially and it may be oT pr: 52

decreased as time elapses to obtain a set of 100 snapshots that R=pCp—— k(—2+ —z)T
fully characterize the thermal boundary layer formed during the at ax= - dy
process. The Karhunen-Lee decomposition is then a)pplled 0 Applying the Galerkin principle which enforces the residual to be
this set of snapshots to yield empirical eigenfunctiéag’}. The orthogonal to each of the trial functions and exploiting the bound-
superscriph in the set{¢{"} designates the fact that these emary conditions we find that

pirical eigenfunctions are obtained from the system wgfh,t)

(10)

NT

=W¥,(x). We repeat the above procedure for1,2,---,N to q 1

obtain N sets of empirical eigenfunctions, i.e., pCpMjW"_kZ Hjiai:f q(x,t) ¢;(x,1)dx

{eM {0}, -+ LoV}, Each sefo(™} consists of 100 empiri- o x=0

cal eigenfunctions. Finally, we choose 10 dominant eigenfunc- (j=1,2,---,NT), (11)

tions from each of thes®&l sets to make an ensemble of (10

% N) snapshots. To this set of (XIN) snapshots, we apply the Where

Karhunen-Loge decomposition to obtain the final set of empirical

eigenfunctiong ¢} to be employed in the construction of the low M EJ’ $2dQ (12)
dimensional dynamic model. Figurga3-d) shows the first, the ! !

The relevant initial conditions for the system of ordinary differen-

v, v, tial equations, Eq(11), are the following:

! /

\\ %

\
\

05 1.0 15 2.0 25

[a®iT(X,y,t=0)dQ
mquzdﬂ

The accuracy of the low dimensional dynamic model, @4), is
corroborated by solving it for various heat flux functiogé,t)

and comparing the resulting temperature field with those obtained
by the finite difference method. Usually the error of the low di-
mensional dynamic model decreases as the number of empirical
eigenfunctions employed increases up to an optimal number. But
further increase of the number of empirical eigenfunctions beyond
the optimal number does not always improve the accuracy be-
Yu cause the empirical eigenfunctions with very small eigenvalues

\ A /\ A ,,/ are contaminated with round-off errors. A convenient guideline for
) \ \ / / \ / the selection of optimal number is to balance the intrinsic numeri-
_{ X / >< cal errors, i.e., the sum of the truncation and round-off error, and
/A \ \
/ i\ / \\ / // /
/ \/ \/ \/ / of Eqg. (11) is found to be 20 after trials with several heat flux
X =00 4 o5 o8 o7 o8 08 o q(x,t). With this number of eigenfunctions, the relative error of
(b) the low dimensional dynamic model with respect to the finite
difference solution is less than 0.3 percent. All the results to be

Fig. 2 Definition of shape functions: (&) temporal shape func- presented in the sequel are obtained by using the low dimensional
tions; and (b) spatial shape functions. dynamic model employing 20 empirical eigenfunctions.

aj(t=0)= (j=1,2,--- ,NT). (14)

A\
\/
A

.

n
o
o

—_—
D
~

vooow v
r/’
\ /

1 \ >/\ /\
\ \
/ \/ \\

the sum of the normalized eigenvalues corresponding to the ne-
glected modes. The optimal number of eigenfunctions for the set

\
\
\
\\
1
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= N—

(@) (h)

Fig. 3 Empirical eigenfunctions:  (a) the first eigenfunction (A;=0.741); (b) the second
eigenfunction (A,=0.156); (c) the third eigenfunction (A3=4.969X1072); (d) the fourth
eigenfunction (A,=2.127X1072); (e) the 17th eigenfunction (A;;=2.351X10"%); (f) the
18th eigenfunction (A13=1.787X107%); (g) the 19th eigenfunction (A;g=1.391X107%);
and (h) the 20th eigenfunction  (A,o=1.127X107%).
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5 Sequential Estimation Technique temperature measurements during the present time segment

) I . . . (tm—1,tm). Now, the low dimensional dynamic model, E¢1),
Applying the Kalman filtering technique to the low dlmensmnarfiay be rewritten as

dynamic model, one can derive a practical sequential algorithm
NT N

for the estimation of wall heat flux that varies temporally as well , - ,
c AT . da k Hji W (1) B

as spatially. At the beginning, the temporal dom&in(0ts) and G- oC. - Wa‘+2 ANTH TS

the spatial domaix e (0,1) are divided intd and N segments, plpi=1 M =1 pplVl;

respectively, andj(x,t) is approximated linearly in each segment N

using linear temporal shape functiols,,(t) and linear spatial +2 1,0V m-1(t) B (j=12,+- ,NT) (16)

shape functionsl(x) as given by Eq(8). As shown in Fig. 2, = pC,M; o

the shape functionV ,(t) has a triangular shape with a linear

variation and has a unit value &tt,, and is zero at all other d

nodes. The spatial shape functidn,(x) can also be given similar giantn=0 (n=12,--.N), a7

description. Thusg,,, in Eq. (8) is the value of heat flux att
=t,, andx=x, . Then for the duratiote (t,,_;,t,), the heat flux Where

function q(x,t) is given by 1
y . an=f_ Wo(x) y(x.1)dx, (18)
x=0
q(x,t)=§l m-10¥m- 1(t)q'n(x)+n§1 ¥ m(1)Wn(X), and new variableay ., are assigned to the parameters, to be
(15) estimated, i.e.,
anT+n=dmn  (N=1,2,---,N). (19)

where ap,_ 1, (n=1,2,---,N) have been estimated during the
previous time segmentte(t,_».tn-1) and ap, (n Sincean(n=1,2,---,N) are constants duringe (t,,_1,ty), EQ.
=1,2,---,N) are theN parameters to be estimated based on tH&7) follows. If the heat flux q(x,t) is known during t

1 5 1 | f [ [ ~ T E[‘_xac‘[ I _] 1 5 [T I i I é I T
_ — . —o— Exact
t=5.00 \ _____ w Estimated t=5.00 l _____ v Estimated
1.0 R | 1.0} -
E - o~ R
X /&/ \&\& ad /a/ RS
S » . S % N
05 s 0.5 ) 5 o
. emor=1.6107x10° x\ N \\
0.0~ 0.05 4 3
[ I N (NS SO SN MR i elJTOFI=8.§9412X1\0 o
1 5; [ [ [ { 1 I [ [ ] 1 54 I [ I [ 1 t 1 | ]
t=3.75 t=3.75
1.0 - - 1.0f- =
S 0.5 TN s S 0.5 ' .
° /)&” \ . . \\
0 7 error=1.6367x10" »| » =
0 [ S TR R R S S S oo L epn11=5.§01?X1!0'4 | \ﬂ
1 5 ] I [ 1 | 1 I | ] 1 5 1 ] 1 T | 1 I 1 \l |
t=2.50 t=2.50
_ 1.0 - _ 1.0} -
2 3
& %
0.5 i . 0.5} =
/%f %—/"'@_\'g\\\ /g\\@‘\\sx
b emor=1.6891x10°° o | o
00 S NN N R R S B 00 J%F3'798I4XI\04! |
150 F T T T T T -7 S B B R B R R
t=1.25 t=1.25
_ 1.0 ~ _1.0F .
2 3
S 0.5} . S0.51 -
T X
’h:,/@'/‘ /9—6‘\?\8-\ /m\/ “6)&\
0.0 o enlm=‘1.8|460J><10| o 0.04— o e[n'01}=3.1203JS><1|0'4} | e
@ 0.0 0.5 , 1.0 @ 0.0 05 , 10
Fig. 4 The estimated profiles of wall heat flux: (a) g(x,t) for the case a (Eq. 27); and (b) q(x,t) for the case
b (Eqg. 28).
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1025

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



€(tm_1.tn), amn(n=1,2,--- ,N) are obtained from Eq8). Then d

Egs.(16)—(17), in conjunction with Eq(9), may be used to yield gt P=PAT+AP"+R™'~PC'QCP, (26)
temperature field in the domain. Thereforg(x,t) or a,,(n

=1,2,---,N) can be estimated using the measured values of tem-

perature field at certain locations duribhg (t,,_1,ty). The tem-

perature measurements MO locations may be represented agyhereR andQ reflect the errors in the model and measurement

follows: device, andP is the error covariance matrix. Because the length of
NT the vectora is (NT+N), the covariance matri® is of the size
T X, Y )= 2, a(t) éi(Xm,Ym) (M=1,2,--- MO). (NT+N,NT+N) and symmetric. Thus the number of equations
meem 121 SR to be solved to obtaif is (NT+N)(NT+N+1)/2.

(20) The procedure for the sequential estimationaggk,t) is as
Equations(16), (17), and(20) may be summarized in the follow- follows: at the outset we assume initial values af(i
ing standard form: =1,2,---,NT), and_ aNT+n (n=1,2,---,N), e, ap(n
=1,2,---,N). The initial values ofP and Q are assumed to be
P=28.0l and Q=(1./0.0025), respectively. The larger the mag-
nitude of the diagonal components Bf the faster the estimation
error is reduced. But larger values Bftends to incur numerical
y=Ca+n(t), (22) instability. The model error covariand® ! is neglected in the
present computation since the relative error of the low dimen-
sional dynamic model is less than 0.3 percent. Solving EXf5-
a=(a5,8, " ,aNT ANT41s " »ANTAN) | (23) (26) during the first time segmentfe(t;,t,), we obtain
. . . T anTn(n=1,2,---,N), i.e., app(n=1,2,--- ,N). During the next
y=(T"(X1,y1,0, T* (x2,¥2,1), -, T" (Xmo »¥Ymo s1)) time segmentf e (t,,t5), we solve Eqs(25)—(26) to find ag,
(24) using the results of previous time segment as initial conditions
In the above equationgy is a (NT+N,NT+N) matrix, £&t) is except settingP(NT+n,NT+n)=28.0 (n=1,2,--,N) at t
the Gaussian white modeling noise an) is the Gaussian white =t,. The above procedure is repeated until the final time; is
measurement noise. Employing the standard procefdy7d, we reached. Although the preparation of low dimensional model re-
can derive the sequential estimation equation for the heat flgxires a nontrivial amount of computer time, it is never significant
function q(x,t) as follows: when compared to the computer time required in the recursive
estimation of heat flux using the original partial differential equa-
(25) tion. The CPU time required to prepare a low dimensional model
is usually less than 1/50 of that needed in the recursive solution

da_
gt ~Aatb+ &) (21)

where

da

gp ~Aatb+ PCTQ[y—Ca]

06 T " e | Experimental T Estimated T

----- «---- Estimated

t=2.00

t=1.25

3 t=0.01
o

0.0p== oo oo
I
0.0 0.5 1.0

(@ (b)

Fig. 5 The effect of initially assumed values of aj(t=0) and g(x,t=0) on the accuracy of the estimation:  (a)
wall heat flux; and (b) temperature field.

1026 / Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



procedure using the original heat conduction equation. Moreovegr adding small random noises. These noises are adjusted such
once the low dimensional model is prepared, it can be used that they are Gaussian distributed. The estimation error is given by

peatedly to solve similar probleni&2]. the following equation.
HQEStimatec'i—Qexa\cHE2
6 Results Error= o2 ' (29)
exacl L2

The following two wall heat flux functions are considered t

(0 . .
assess the efficiency and accuracy of the present algorithm \%tpere\l.-HLz.ls the usuall,-norm. In all the computapons pre-
solving the inverse heat conduction problem sequentially. sented in this work, exact values are taken for the estimated values

of a;(t=0) (i=1,2,---,NT) andq(x,t=0), if not specified oth-
erwise. A simple confirmation of the accuracy of the present al-
gorithm can be made by considering an idealized situation where
the measurements are not corrupted by noises. Figuesby
(case b q(x t):f(x)-(—t) _show the estimated(x,t) for casea and casé wit_h correspond-
’ 5 ing errors. They show that the present method yields very accurate
estimates for the two cases investigated. The present algorithm
where f(x)=2x for 0=x=<0.2 requires solving T +N) state equation&f. Eq. (25)) and NT
= 2(x—0.4) for 0.2<x<0.4 +N).(NTer+l)/2 covariance equatior(sf. Eq. (26).) without
any iterations, which allows real-time estimation using a modern
1 computer system. Figureges-b) show the effect of incorrectly
~o3(x~04 for 0.4=x<07 assumed initial valuesg;(t=0) (i=1,2,---,NT) and g(x,t
' =0), on the accuracy of the estimation. As the estimated initial,
1 we take a;(t=0)=0.01 andqg(x,t=0)=0.05sin(2rx). Figures
=- 0—3(X—0-4) for 0.7=x<1.0 (28) 5(a—b) show that the present algorithm allows very accurate
' tracking of wall heat flux and temperature field after a short tran-
Temperature measurements are taken with 25 sensors locatedigit period even when the incorrect values aft=0) (i
(Xm,0.96) with x,=6.67%x10 3+0.04m—-1) (m=1,2,---,25). =1,2,---,NT) andq(x,t=0) are employed. Next consideration
Equation(2) is solved by using a finite difference method and wés the effect of measurement noises on the accuracy of estimation.
adopt these numerical solutions as experimental measurementsSafice the experimental errors are unavoidable, a practical algo-

27)

(case a q(x,t):(sinwx)-(%t

measurement errorv = 3% measurement error = 15%
1.5F T Eeaer 15F " T o Evact |
_ — o Exact _ — o Exact
| t=5.00 e-x--- Eetimated L t=35.00 ----%--- Estimated
~10r & _ 1o} =
%05 %o.s
0.0 error = 3.6532 x 10°® 0.0d error = 6.3426 x 10™
1] S R E 185 T e
t=23.75 | t=3.75
1.0F . 1oF .
‘:105 \::o.s
0.09 error = 5.0423 x 10°* 0.0¢ error = 6.1238 x 10
1.5 T T T T A 18 T T T T T .
L t=2.50 ] | t=2.50
_1.0p 1 ~1.0F .
‘::0,5 - . - ‘:10-5 M
0.0 error = 9.2906 x 10~ 0.04 error = 5.2767 x 10**
1sFTTTTT T T 1] L
| t=1.25 ] | t=1.25 ]
1.0 - _1.0p .
\;3.0.5 - . §.o.5 = -
0.04 error = 5.7753 x 10° 0.04 exror = 3.0497 x 10
L L ° L ! L . L . . . L L | L L L L
0.0 0.5 1.0 0.0 0.5 1.0
a b
(a) X (b) X

Fig. 6 Estimated g(x,t) from the corrupted temperature measurements: (a) 3 percent relative measurement
error; and (b) 15 percent relative measurement error.
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Number of measurement points =10 Number of measurement points =50

1.5F ‘ " Exact | 1.5F ‘ "1 Eraer
—e— Lxact - ——
L t=5.00 weexe-- Estimated | t=5.00 ----*--- Estimated ]
<10 <10 =
"~ F ;{\ -
‘30-5 0.5
0.04 error = 2.0224 x 10° 0.04 error = 2.4585 x 10
18 A R E 1i5F ! A
| t=3.75 | t=3.75
:\1.0 = N 31.0 - 1
.| o)
‘:’-0-5 0.5
0.04 error = 1.3610 x 10 0.04 error = 3.5478 x 10
15F T T T T 15 T T
L t=2.50 L t=2.50
_1o- - ~10F .
- Q i
051 s 051 ] =
0.04 error = 8.2766 x 10™ 0.09 error = 7.0382 x 10°°
-] = R 15 T T B
| t=1.25 | t=1.25
_1.0F . _1of .
- }é\ I
Sosf . S05- -
0.04 error = 2.7165 x 10™ 0.05 error = 5.1306 x 10°
. L L L i L n L L : L s s | s L n L
0.0 0.5 1.0 0.0 0.5 1.0
@ (b)
X X
Fig. 7 The effect of the number of measurement points on the accuracy of estimation: (a) 10 measurement

points; and (b) 50 measurement points.

rithm must be able to yield reasonably accurate estimates evesolution of q(x,t) depends on the number of measurement
with the corrupted measurements. Figuréa—®) show the esti- points that are appropriately arranged in the domain. The default
matedq(x,t) when the relative measurement errors are 3 percamimber of measurement points is 25. Now, we employ two dif-
(Fig. 6(a)) and 15 percentFig. 6(b)), respectively. Comparing ferent sets of measurement locations; one set consists of 10 sen-
these results with the estimate obtained from the exact tempesars and the other set 50 sensors at regular intervals, which are
ture measurement&ig. 4(a)), it is found that the accuracy of theplaced at the same vertical distance from the upper wall as the
estimation deteriorates as the measurement noise increases. default set. Figure 7(ashows the estimategi(x,t) when employ-
The effect of number of measurement points on the accuracyinfy 10 sensors and Fig. 7( the corresponding result obtained
estimation is shown in Fig. 7. It is expected that the degree wfith the 50 sensors. It is shown that the accuracy of the estimation
improves with the number of sensors, but the improvement ob-
tained with the 50 sensors is not significant compared to the de-

15 15 fault result(Fig. 4(a)) obtained with the 25 sensors. Final consid-
=2.5 t=5.0 = gxgﬂ od eration is the effect of measurement location on the accuracy of
10 10} e estimation. Instead of the default locations,(0.96), we locate
& = the 25 sensors aif,,0.92) and estimatq(x,t), which is shown
S0.5 /\ 05 _ in Fig. 8. Since the new sensor locations are farther from the
o - f/m\\// BN boundary than the default ones, the results shown in Fig. 8 have
0.0 error—s. 03402x10° 008 ror6.06035x10° larger estimation error than the default results plotted in Fig).4
1.5 ‘ ‘ 1.5
o =1.25 ‘o =375 7 Conclusion
:;E § i, A practical sequential algorithm for solving multidimensional
0.5 S0.5 AN inverse heat conduction problems is devised by exploiting the
) e T s AN Karhunen-Lowe Galerkin procedure and the Kalman filtering
00F 0?00 e ] technique. The Karhunen-Lwe Galerkin procedure reduces the

multidimensional heat conduction equation to a minimal set of

0.0 0.5 1.0 00 0.5 1.0 ordinary differential equations, and by applying the Kalman filter-
X X ing technique to these ordinary differential equations, a set of
equations for the sequential estimation of the unknown wall heat
Fig. 8 The effect of measurement location on the accuracy of flux is obtained. The present technique is shown to yield accurate
estimation estimation of wall heat flux from the temperature measurements in
1028 / Vol. 123, DECEMBER 2001 Transactions of the ASME
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the domain. Since the number of equations to be solved is decenty(" — the kth empirical eigenfunction for thath set of
the real-time implementation of the present algorithm is possible snapshots

with a modern computer system. ¥, (t) = temporal shape function

Nomenclature

A
a;

NT

0T

a(x,

< ~— =20

Greek Symbols

¥ ,(x) = spatial shape function
Q) = system domain

matrix defined in Eq(21) Superscripts

spectral coefficient premultiplying thi¢h empirical .

eigenfunction = measurement
vector defined in Eq(21) T = transpose
matrix defined in Eq(18) Subscripts

matrix defined in Eq(22)
heat capacity
matrix defined in Eq(13)

N = Neumann boundary condition
D = Dirichlet boundary condition

unit matrix
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Laminar Heat Transfer in the
Entrance Region of Internally
Finned Square Ducts

The laminar, incompressible, hydrodynamically fully developed and thermally developing

V. D. Sakalis

P. M. Hatzikonstantinou flow is studied in straight ducts of square cross section, containing four equal, symmetri-
o , cal, straight, thin and with 100 percent efficiency internal fins. Both the duct wall and the

Department of Engineering Science, fins are subjected successively to constant temperature boundary condition. Numerical
University of Patras, results are obtained using an iterative ADI scheme for the friction number, the tempera-

GR 26110 Patras, Greece ture distribution and the Nusselt number for the thermally developing and developed

regions as functions of axial distance and fin height. Results obtained are in good agree-
ment with the corresponding literature values. In the thermally developing region a high

heat transfer coefficient is obtained. Friction number and Nusselt number in the thermally
developed limit increase as the fin height increases until they reach their critical values at
fin heights near 0.85 and 0.73 respective(jpOI: 10.1115/1.140411]8

Keywords: Computational, Finite Difference, Heat Pipes, Laminar

Introduction ployed. Gangal and Aggarwa]a3] study the same problem in the
ase of square cross section using four equal, straight, symmetri-
| and with 100 percent efficiency fins.

enerally, to the author’s knowledge, no results have been re-
ed in the literature for the problem of flow in finned square
fcts, with thermal boundary conditionhfor both the duct wall

Ducts of various cross sections containing inside fins are wide
used in modern engineering heat transfer applications, sucha
compact heat exchangers, nuclear reactors, jet engines, etc. Bﬁ
main advantage of finned tubes than that of finnles tubes is
increase of the heat transfer coefficient by 4. Also the producti d the fins as well as for the heat transfer in the entrance region
of s_ingle straight finne_d tubes in manufacturing engineer?ng & finned tubes. The last boundary condition has great practical
easier than other technlq_ues used to enhance h_eat t_ransfe_r in c_j'tlgFévance in electrical heating with thin, high conducting wall
such as the twisted tape inserts, coil spring, helical ribs, spiral fing

; S . . terial.
etc. The only disadvantage of using flnn_ed_ tubes is the INCréase Oype present paper analyzes the problem of laminar, incompress-
flow pattern and hence of the flow friction and the pumping, o

, hydrodynamically fully developed and thermally developing
POWer. . . ) . flow into straight square ducts, containing four equal, straight,
For the study of straight circular finned ducts many analyticghi, symmetrical and with 100 percent efficiency fins, which is
and numerical procedures have been proposed in the literaty{g; 4 pad assumption except for large numbers of long(Siati-
Those procedures analyze the hydrodynamically fully developgthy et a1[3]). Both the duct wall and the fins are subjected to the
flow (Nandakumar and Maslyigfi], Soliman and Feingolf2]),  constant temperature boundary condition. The effects of axial con-
the thermally developed flouSoliman et al[3], Masliyah and qyction and buoyancy forces are neglected. Fluid properties as-

Nandakumaf4], Hu and Chang5]) or the thermally developing gyme to be constant and independent of temperature.
flow (Rustum and Solimaf6], Prakash and Li{i7]). Several ther-

mal boundary conditions have been studied, lké (axial uni-
form wall heat flux with peripherally uniform wall temperature .
andT (constant wall temperaturand several radial fin types, like AN@lysis

straight fins(Hu and Changj5], Prakash and PatanK&], Prakash ~ We consider the laminar flow of incompressible fluid entering a
and Liu[7], Rustum and Solimaf6]), triangular fins(Nandaku- straight duct of square cross section containing four equal,
mar and MaslyiaH1], Maslyiah and Nandakumg4]) and trap- straight, symmetrical, thin fins, shown in Figure 1 and we study
ezoidal fins(Soliman and Feingol@2], Soliman et al[3]). Par- the hydrodynamically fully developed and thermally developing
ticular attention has been given to study the influence of buoyanitgw neglecting the momentum diffusion in the axial direction and
forces and internal heat generation by Prakash andidliand Hu the body forces. The nondimensionalized equations of motion and
and Chand5], respectively. Recently, Dong and Ebadihand energy in the cartesian coordinate system take the following form.
[10] have studied the problem of the flow in a straight duct of
elliptic cross section, containing four-straight, thin symmetrical
fins. For a complete description about finned tubes see Rohsenow oW IPw 9w

Axial Momentum Equation.

et al.[11]. o WJrl (1)
For straight ducts of rectangular cross sections, Aggarwala and

Gangal[12] study analytically the fully developed hydrodynami- Energy Equation.

cally and thermally flow and heat transfer, considering four I— _ _

straight, thin fins, equal by two, which are based in two opposite wo(dT| T 0T 9

walls of the duct cross section. The effects of buoyancy forces are 4w, \ ds|  Ix? * ay? @

also studied while théH1 thermal boundary condition is em- . . L
The mean axial velocity of the flowr,, is given by

Contributed by the Heat Transfer Division for publication in th®URNAL OF _ i
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 24, 2000; W= wdxdy. 3)
revision received May 15, 2001. Associate Editor: M. Faghri. 0oJo
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Y = S/ swTdxdy o
: " aTwaxdy ©

The expression for the mean Nusselt number obtained from the
consideration of the energy balance over the entire cross section
takes the final form

— 1 dT,

U= — ——.
IR - - x
x 2a o 47, ds

(10)

' Solution

The set of uncoupled Eq$l)—(2) subjected to the boundary
conditions(4), (5) are solved numerically employing the iterative
finite difference pseudotransient alternating direction implicit
2c1: method (ADI). For the discretization of these equations three

' point central differences are used for the second order derivatives

v and two points forward differences for the first order derivatives.
So an algebraic system of equations is obtained for each variable
Fig. 1 Duct of square cross section containing four equal thin which is solved by the well-known Tridiagonal Matrix Algorithm
symmetrical fins (TDMA).

The friction factor productf Re and the local mean Nusselt
number are calculated using the E(.and(10), respectively. In
Eq. (10), the derivative was approximated by three point forward

The parabolic equations of momentum and energy are subjectifierences. The required integrals are calculated employing

to the following boundary conditions Simpson’s rule.
o — - - Convergence of the iteration procedure for both the momentum
w=0, T=0 atx=1 and x=-1 (4a) and energy equations achieved when the following criterion is
_ — _ _ satisfied:
w=0, T=0 aty=1 and y=-1 (4b) o
I — _ _ B(x,y)™ *=B(x,y)"|
w=0, T=0 at 1-H=<x=<1 and y=0 (4c) B(xy)™ 2 ‘Ss, (11)

w=0, T=0 at1-H<y<l and x=0 (4d)  whereB(x,y) represents the variabig or T, respectivelym is
= g AT (1 — the iteration number, ang=10"5.
w=0, T=0 at-Is<x<-(1-H) and y=0 (de) Considering the symmetry of the flow, as we said before, only a

w=0, T=0 at-1<y<-(1—-H) and x=0 (4f) Quarter of the whole cross section is used in the numerical
] computation.

Owing to the symmetry of the flow, only a quarter of square A uniform grid pattern of 15%151 points is employed for the
cross section is used in the numerical procedure. Accordingly, thguare cross section and all the fin heights. To assure accuracy and
following symmetry boundary conditions are needed the effect of grid size, numerical tests have been made with 101

s 5T X101 and 201x201 grid points. The maximum deviation in the
Z_0, =0, atx=0 and O<y<1-H, (5a numerical results of Nusselt number and friction prodtéte
X X y (%) using grids of 101Xx101 and 51x151 points is less than 1.2 per-
_ - cent and 1.5 percent respectively. Similarly, the maximum devia-
Iw JaT — — tion of the results of the same quantities using grids ofX531
0. =0 aty=0 and O<sx<I-H. (50) ;.4 201x201 points is less than 0.65 percent and 0.35 percent

e
. - . . . respectively. Hence the choice of a uniform ¥351 points grid
Physical quantities of primary interest are the local friction fagg enough satisfactory to ensure accuracy.

tor and the local Nusselt number, which are defined, respectively,, the momentum equation a time st&p=0.0002 was chosen

by for each fin height. Along the axial direction, a fine grid of size
dp As=10 % was used near the duct entrance, to avoid numerical

~ds Dy fluctuations. As the flow becomes gradually thermally fully devel-
f= S , (6) oped, in a quite long axial position from the entrance of the duct,

2pWp, an axial step sizés of about 10“ is considered as satisfactory.
hD In order to validate the accuracy of the numerical results we
__—h perform computations on the well studied problem of thermally

Nu , (7) . X . . .
k developing flow in straight finless square dukt=€0), with both

wall and fins subjected to constant temperature. The obtained re-

sults for the Nusselt number and the corresponding numerical re-

sults of Rohsenow et dl11], are shown in Table 1. The results of
oth methods are in close agreement. The maximum deviation in
e value of Nusselt number is 2.53 percentsat0.1 and the

whereh the local heat transfer coefficient, aBq is the hydraulic
diameter of the square duct without fib (=4E/II).

The characteristic quantity of fluid flolvRe expressed in terms
of hydraulic diameter and non-dimensional quantities takes t

form mean deviation along the axial coordinate is less than 1,1 percent.
The deviation of 2.53 percent between our predicted Nusselt num-
f Re:v_v_‘ (8) ber and that in Rohsenow et al. is due to different numerical tech-
m niques. Their solutions are obtained by using the iterative extrapo-
where Re is the Reynolds number of the flow. lated Liebmann method.
Considering that the mean bulk fluid temperature of the flow is Table 2 represents the variation of mean Nusselt number Nu,
given by friction productf Re and thermal entrance lendthh against the
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1031
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Table 1 Variation of the Nusselt number  Nu in the entrance T " T " T T ) T T
region as a function of axial length s for square ducts without 60 - Present Analysis E
fins (H=0) ¢ Numerical solution
= = — (Rohsenow et al (1998))
s Nu (Rohsenow et Nu (present) % deviation 50 L _
al (1998))
0.005 5412 5.404 0.148
0.0075 4.755 4739 0336
001 4.357 4.3430 0.321 40 [ 7
00125 4,084 4087 0.0906 o
0.02 3611 3.630 0.521 e
0.025 3.432 3.462 0.874 30 | -
004 3.157 3208 1.628
005 3.074 3135 1978
0.1 2.976 3.051 255 20 - ]
= 2.975 3.047 2423
10 1 " 1 n 1 1 I 1 I 1
00 02 04 06 08 1,0
Table 2 Variation of friction factor ~ f Re, mean Nusselt Number fin height H
Nu and thermal entrance length  Lth, as functions of fin height ) o o _
H in the developed region ([*] refer to Rohsenow et al. [11]) Fig. 3 Variation of the friction factor product as a function of
H Rel*] [Re | % Nu[*] [Nu | %DEV |[Lt{| [Lth |% fin height H
(pres) | DEV (pres) (pres) | DEV
0 14.261 | 14.277 0.112 2.975 3.047 2.4 0.041 0.0409 0.25
0.125 15285 | 15.18] 0.68 - 3.068 - - 0.04125 -
025 | 18281 | 18085 [ 1072 | - | 3268 | - - Joodst [ - cent, fromH=0.4 to 0.75 about 200 percent and fréin=0.75 to
0.375 23.630 | 23.361 1.138 - 3.840 - - 0.04538 - 1 R . .
0.5 | 31877 | 31564 | 0.982 . 5195 . o008 | - only about 10 percent reaching its maximum valuélasnds to
R T e S S Cofubms unity. This is due to the fact that fins with heights between 0.25
0.75 | 52341 | s2001 | 063 | - |lem | - -~ loowosl | - and 0.8 introduce substantial surface area into the duct, reducing
0.8 - 54.429 - - 12.067 - - 0.01155 - H H H H H
R R I st e e strongly the bulk velocity distribution because of the imposed no

slip condition. On the contrary, fins with smaller heights than
0.25, or even larger heights than 0.8, do not affect strongly any
) ) ) . further the corresponding velocity distributions and consequently
fin heightH, along with the numerical results of Rohsenow et alye variation of the values of friction factor. The following expres-
[11]. Comparing our results fof Re with those obtained by gion s proposed for the friction factor producRe as a function
Rohsenow(Table 2,H=0), it is obtained very close agreemen f the fin heightH:
with maximum deviation 1,138 percent and mean deviation 0.75
percent. For the thermal entrance length, the deviation is less than f Re=13.6345+44.551 485 ~0.935+H)* (12)
1 percent. . - .
To the authors knowledge, results for the Nusselt number of'€ maximum deviation between the values of the above equation
square finned duct withiT) thermal boundary condition, do not @nd the results of Rohsenow et l1], is about 2.8 percent at fin

; T ; heightH=0.625
appear in the corresponding literature till now. g g .
PP P g In the region of fully developed hydrodynamic and thermal

flow with s>0.1 the values of the friction produdtRe, mean

Nusselt number Nu and of the thermal entrance lehgthagainst
Figure 2 represents the axial velocityof the fluid flow along the fin heightH, together with the results of Rohsenow et[all],

the lengthA’ A positioned atk=0.5, as it is shown in Fig. 1. For are presented in Table 2. It is observed that the mean Nusselt

the fin heightsH=0, 0.25, 0.625, and 0.75, it is obvious that thenumber fromH=0 to 0.4 increases about 40 percent, frém

Results and Discussion

maximum value of axial velocity decreases as fin heighin- =0.4to 0.75 about 186 percent and fréi+0.75 to 1 about 0.67
creases, owing to additional surface area provided by the fins wjthrcent reaching its maximum.
no slip velocity boundary condition. Figure 4 represents the variation of mean local Nusselt number

Figure 3 represents the friction factor proddid®e against the Nu(s) in the developing region for the values of the fin hight
fin heightH, together with the results of Rohsenow et[al]. Itis =0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, and 1. For each fin height
observed that fronH=0 to 0.4,f Re increases at about 75 perH, the mean Nusselt number Nu takes higher values in the en-

0,25

0,20 |-

015 F

12 o010

0,05 |-

0,00

) . e
0,0 0.2 0.4 06 0,8 10 10* 10° 10° 10" 10’

axis A'A s/(20RePr)

Fig. 2 \Variation of the axial velocity along A'A axis for fin Fig. 4 Mean Nusselt number variation in the entrance region,
height H=0, 0.25, 0.625, and 0.75 at each fin height
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T T T T T T T T T
° 1.0 §=0.005 H=0.25
— “r Present Analysis (Tw=const) ¢ 7
kS Numerical solution 08 b ]
S 12F ®*  (Rohsenow et al (1998)) 1 '
§ 3 H1 boundary Condition @
g wor E 06| i
> §=0.05
© I~
£ 8r ] 04t -
[0
£ 4L ] §=0.1
= 02}~ b
12t
4 4
00 - .
2 1 1 1 n 1 i 1 i 1 i n 1 n ! 1 n 1 n 1
0,0 0,2 04 06 08 10 0.0 02 04 06 08 10
fin hight H axis A'A
Fig. 5 Variation of mean Nusselt number in the developed re- Fig. 7 Temperature distribution along ~ A’A axis for axial dis-
gion as a function of fin height H tances s=0.005, 0.05, 0.1 and H=0.25
trance region than in the fully developed region. This is due to the 8.96497

much larger velocity and temperature gradients which take place Nu=12.20175 L (13)
in the entrance region with respect to the corresponding ones in +e

the fully developed region. As the fin height varies fromH The maximum deviation between the profiles of the above expres-
=0 to 1, the mean Nusselt number Nu profiles along the axig

. : : “Ston and those of Fig. 4 is about 4 percent.
distances increase in both the entrance and the developed region g p

. ; . e Mery interesting for engineering applications is Fig. 6, which
Obv!ously, t_he increase of the fin helgHtlntrodu_c_es 5“”’?‘09 area represents the ratio of Nusselt numbéar to the friction product
yelding the increase of the heat transfer coefficient which is MeARe. in the thermally fully developed region, against the fin hight
sured by the Nusselt number. H. It is observed that this ratio takes its maximum value at about

Figure 5 represents the variation of the fully developed megi_ 4 73 The last fin height 0.73. practically leads to the maxi-
Nusselt number values Ngdor T boundary conditionas a func- o \ gt ©. /9, pracuicarly X

) ) . ) mum heat transfer coefficient with respect to the local value of the
tion of fin heightH, together with the results of Rohsenow et algiion factor. At the fin height 0.43 the ratidu/f Re reaches its
[11] for theH1 boundary condition. As we saw before in the casginimum value. Fig. 7 represents the variation of the temperature
of friction factor productf Re (Fig. 3), the same situation OCCUIS: ¢ the flow along theA’A length, for the axial distances

the fully develloped.value.s of mean Nusselt number increas:eO 005 0(‘)5 0.1 and fin height=625

%'gd#salll):/ as ET‘ h‘?'.gh‘lH |Increas(,jes fromlt—:—o to SboutlH Figure 8 represents the variation of the thermal entrance length
~0.73. From this critical value and more, the mean Nusselt numy, (the axial position where the local mean Nusselt number be-
ber yields almost constant_._lt is observed that the profilélof comes 1.05 times the value of the mean Nusselt number in the
under theT boundary condition takes lower values than the “Othermally fully developed flow against fin heightH. It is ob-
responding one obtained under tH& boundary condition for all served that th increases slightly fronH=0 to H=0.45 (about
values of the fin heighH. The reason is that the axial uniform,,, percentiand decreases gradually froh=0.45 to aboutH

wall heat flux, in the case dfil boundary condition, generates:O 73 (about 75 perceptwhile for H=0.73 Lth yields almost
additional heat transfer in the fluid along the axial surface wall %f ' o

o . ; onstant.
the duct, which is added to the explicit heat transfer which takest, ) rios 5 and 8, it is observed that the most dramatic reduc-
place, in the case af condition, between the wall and the bulk of

the fiuid al th " f the duct tion of thermal entrance length, in the region of fin heights be-
?I'hwf ﬁ‘oﬂg € crross_ sneg: '0? 0 edfurcth Nusselt number Lween 045 and 0.75, follows the increase of the Nusselt number
€ loflowing Expression IS proposed for e. usselt numbe the same region. As the fin height increases providing addi-
fully developed flow as a function of fin height:

0,24 T T T T

T T
0,05 |- B
=
—
022 |- 1 <
D 004 E
(0]
—
Q 020 E 8
x Q
5 E 0,03 4
z €
uj
0,18 - u —
‘é 0,02 - E
[
L
|_
0,16 |- A 0,01 -
i L n 1 1 L 1 1 | 1 1 n 1 i
0,0 02 0.4 06 0,8 1,0 0,0 0.2 04 06 08
fin height H fin height H
Fig. 6 Variation of the ratio Nu /fRe in the developed region, Fig. 8 The thermal entrance length  Lth variation as a function
as a function of fin height H of fin height H
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1033

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tional surface area, the heat transfer increases yielding resp@an
tively to the establishment of the thermal boundary layer, reducingw

the corresponding thermal entrance length.

Concluding Remarks

Friction factor productf Re and mean Nusselt numblEu of
the thermally developed flow, increase as fin heighincreases,
till the critical valuesH=0.85 andH=0.73 respectively. The

mean Nusselt number of the thermally developing flow increases,y

o ; C . . L Greek Symbols
The ratioNu/f Re, interesting in engineering applications, takes

as fin heighH increases, too.

the maximum value at fin heighii =0.73. At this fin height, the

maximum heat transfer with respect to the local value of the fric- €

tion factor.

The thermal entrance lengttth increases as fin height varies
from H=0 to H=0.45 and decreases steeply fratn=0.45 to
0.73.

Nomenclature

Cp = heat capacity of the fluid
Dy = hydraulic diameter of square duct without fins,
(=4E/l1=2a)
E = cross section area
f = friction factor
H' = fin height(Fig. 1)
H = fin height, dimensionless«H’/«)
h = heat transfer coefficient
k = heat conduction coefficient of the fluid
Lth = thermal entrance length
Nu = local Nusselt number,<hD,,/k)
Nu = local mean Nusselt number, E.0)
P = fluid pressurgdimensioned)
Pr = Prandtl number, € uCp/k)
Re = Reynolds number,= pw,,Dy/u)
s = axial coordinatgdimensioned)
s = dimensionless axial coordinates6/2a Re Pr)
t’ = time (dimensioned)
t = dimensionless time,%t’ u/pa?)
T = temperature of the fluiddimensioned)
T = dimensionless temperatures T—Tw/To—Tw)
Tw = wall temperaturé¢dimensioned)
Tw = dimensionless wall temperatures0)
To = inlet temperaturédimensioned)
To = dimensionless inlet temperatures 1)

1034 / Vol. 123, DECEMBER 2001

dimensionless bulk fluid temperature, E)
axial velocity (dimensioned)

w = dimensionless axial velocity=— uw/a?(dP/ds))
W, = mean axial velocity(dimensioned)
w,, = dimensionless mean axial velocity, E)

X = coordinate, dimensioneFig. 1)

x = dimensionless coordinate=/ «)

y = coordinate, dimensionedrig. 1)

dimensionless coordinates=(y/ «)

length of the edge of the cross sectidtg. 1)
parameter, Eq(11)

a

p = fluid viscosity
p = fluid density
= perimeter of the square cross section
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| Geometry Effects on Turbulent
“aerrer | Flow and Heat Transfer in

Mechanical Engineer,

| |
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Niskayuna, NY 12309

e-mail: LiuXi@crd.ge.com A parametric study has been performed on turbulent flow and heat transfer in internally
. finned tubes. For a rectangular fin profile, the effects of fin number N, fin width s, fin
Michael K. Jensen height H, and helix angley were numerically investigated for the conditions of=llO
Fellow ASME, ~40, H=0.03~0.1, s=0.05~0.22, y=10deg~40deg, and Re40,000. In addition,
Professor, the performance of three fin profiles—rectangle, triangle, and round crest—with the same
Department of Mechanical, fin heights, width, and helix angles were compared for Reynolds numbers between 10,000
Aerospace and Nuclear EUQ'nee.””Q’ and 70,000. Rectangular and triangular fins behave similarly; for some geometric condi-
Rensselaer Polytechnic Institute, tions the round crest fin has lower friction factors and Nusselt numbers (17 and 10
Troy, NY 12180-3590 percent, respectively) than the rectangular fin. However, when the number of fins is large,
e-mail: JenseM@rpi.edu the round crest fin can have larger friction factors (about 16 percent). Damping of tur-

bulence energy in the interfin region is credited for the reversal of the typical trends.
[DOI: 10.1115/1.1409267

Introduction longitudinal rectangular fins and incorporated other simplifying

Internally finned tubes are one of the most widely used passi@gsl;]mgt'o.rt‘r'] Llutanc_iIJensiBBl]tl)Jsled an unsérulcttured fltnlte-;/rialume §
heat transfer enhancement techniques, especially in the chem od with a two-layer turbulence modef 1o capturé€ the near

process and petroleum industries. Finned tubes are used to redf turbule_nc_e in two spirally finned tubes. The circumferentially
the size of a heat exchanger required for a specified heat d veraged friction factors and Nusselt numbers compared well with

increase the heat duty of an existing heat exchanger, reduce 2, experimental data of Jensen and Vlakafigic The numerical
approach temperature difference needed for a given heat duty, 8fH€Mes, turbulence models, grid independence, and periodically
reduce the pumping power. fully developed boundary conditions were carefully validated so

Internally finned tubes perform differently depending orhat they could be used for further parametric studies.
whether the flow is laminar or turbulent. For laminar flow and Comparisons between different internally finned tubes to deter-
heat transfer, a comprehensive experimental and numerical invéne the effect of one of the gross tube parameters are fraught
tigation has been performed for variable fluid properties, mixatith problems. In experiments, many geometric parameters, but
convection, and entrance flows in a variety of geometries WPt all, can be held constant, thus resulting in uncertainties in
Shome and Jensé¢h,2]. The current research focuses on turbulegomparisons and evaluations. Other parameters, such as fin width,
flow and heat transfer. have been studied only slightly.

The majority of early investigationsee Bergles et a[3] for a Hence, the first objective is to explore the effect of four geo-
complete listing, and Li{i4] for a review)on turbulent heat trans- metric parameterénumber of fins, fin height, fin width, and helix
fer and pressure drop for flows in internally finned tubes wem@ngle, as shown in Fig.)Xfor rectangular fins with fully devel-
experimental. These studies examined the overall performanceoped turbulent flow and heat transfer in internally finned tubes
terms of circumferentially averaged friction factors and heat tranasing realistic flow conditions. To cover wide ranges of the four
fer coefficients, and examined the effects of three gross paraparameters and Reynolds numbers would be prohibitively expen-
eters: number of find\, fin heightH, and helix angley (e.g., sive in terms of time and cost. The results of previous numerical
Carnavog5,6], and Jensen and Vlakangit]). Rectangular fins and experimental studies indicate Nusselt numbers and friction
were implicitly assumed in all the studies. Because of the widgctors generally are linear function of Reynolds number, except
range of fin geometries and Reynolds numbers covered in thgf micro-finned tubes at low Reynolds numbefs:10,000).
experiments, Jensen and Vlankanfig suggested different gov- Based on industrial practice, a representative Reynolds number of
erning processes between “tall fin” and “micro-fin” tubes. In ad-40,000 and geometric parameters of<I<40, 0.03<H<0.1,
dition, a fourth parameter, fin widts, was shown to have a strongg p5<s<0.22, and 10</<40 deg were studied. Angles greater
influence on the results. Fin profile has not been studied in anyghn 45 deg could not be investigated because of limitations in
the experimental investigations. ] numerical accuracy and stability.

Experimental data for turbulent flow fields and local heat trans- | estigators have speculated that fin profile must have some
fer coefficients in internally finned tubes are very limitédli and iy ence on performance. Examination of actual fins shows a
Jensen8)). Existing turbulent flow field data are on Iongltudlnally\/ariety of profiles. However, to the authors’ knowledge, no re-

finned tubes with tall fin heights and small numbers of {ifisipp : ' . .
et al.[9] and Edwards et a]10]). While these data are useful, thesearch has addressed fin profile effects. To investigate fully the

tubes tested are not representative of what is used in industr effect of fin profile in addition to the geometric combinations
A Lrep Y-would be a very daunting task, and to experimentally investigate
Numerical investigations of fully developed turbulent flow an

heat transfer in internally finned tubes are limited, too. While Lid" profile effects would be very difficult without any theoretical

and Jensef8] investigated spiral rectangular fins, Patankar et aq]yldance. Therefore, the second objective is a limited numerical

[11], Said and Trupd12], and Edwards and Jensgt8] used investigation on the effects of fin profiles on friction factors and
' ' Nusselt numbers and to speculate on governing mechanisms.

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF Three different fin profiles with different number of fins and fin

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 1E;Je|ght _vver_e used: rectangular, t_rlangula_r, and_ rOL_Jnd crest, as
2000; revision received May 20, 2001. Associate Editor: R. L. Mahajan. shown in Fig. 2 and Table 1. All different fin profiles in the same
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L=bc+cd+de+eftfg=2(Al),

tube surface

FLOW

S —
1
H
Fig. 3 A computational model of an internally finned tube
because they are translated along the tube axis by one pitch and
also rotated about the tube axis by an anglevof
Boundary Conditions. Periodic boundary conditions must be
applied to the appropriate interfaces of the representative unit cell.
) ) ) For velocity vectors on rotationally periodic boundaries, the ve-
Fig. 2 Three fin profiles locity components aligned with the axial direction remain the
same, and the circumferential velocities in one module must be
Table 1 Parameters for different groups of fin profiles rotated with respect to the velocity field in a neighboring module.
Gron In translationally periodic boundaries, the velocities at the inter-
P N H ¥ S
1 14 0.1 30° 0.083 faces are exactly the same.
2 30 0.1 30° 0.083 These relationships may be mathematically formulated as
3 36 0.06 25 0.1 fO”OWS'

Ugy=Ugy COSa— v, SiNa;
group maintained the same fin height, base fin width, number of

fins, and helix angle, so that the geometric difference was only the Up1=Ugy SiNr—vp, COSa; Wy =Wpg;
fin profile. )
¢$B1= P2; Ups=Up3 COS@—vp3SiNa;
Numerical Analysis Uga=Upga SiN @ — v g4 COSa
Taking advantage of the typically large tube length-to-diameter ) .
ratio, entrance effects are ignored. Thus, the emphasis is on cap- Wg4=Wg3; Ppa=Pe3; PB4~ PB3, (1)

turing the “periodically fully developed” flow characteristics and

related heat transfer performance. whereu, v, w, are the three velocity components in Cartesian

coordinatesp is the pressure, ang is a scalar variable such as
Computational Geometry Model. Internally finned tubes turbulent kinetic energy or turbulence dissipation rate.
(see Fig. 1)have a rotational repeatedne@déelkar et al.[14]) For fully developed flow, a periodic pressure boundary condi-
about the tube axis in the cross-section of the tube, i.e., the crotign is applied by scaling the pressure in the momentum equations
section geometry does not change if rotated around the center axith p’ =p— 8z, andB=(Pg2— Pg1)/Lpircn- B is then put into the
by an anglex=2#/N. Thus, only one fin needs to be included irsource terms of the momentum equations as the driving force of
the computational domain. Because the helical fins are formed the pipe flow.
spiral extrusion along the tube axis, geometric periodicity also For the experimental conditions of Jensen and Vlakafgic
exists in the longitudinal direction. The helix angle is defined abe fin efficiency was estimated by the method of Kern and Kraus
y=arctan(2rR/NLyc), Wherel i is one pitch(i.e., the longi- [15]to be about 100 percent. Hence, a constant wall temperature
tudinal distance between two finand two cross-sections sepa-boundary condition was used. However, similar to the pressure
rated by this distance have exactly the same local geometry distribution, the primitive temperature field is not periodic in the
mensions and global spatial locations. The unit computational cidhgitudinal direction; the fluid temperature approaches the wall
has this lengti{see Fig. 3). temperature as the fluid flows through the tube. Once the flow is
For variables in Cartesian coordinates, the periodicity betweér away from the tube inlet, the temperature difference between
boundariesB3 andB4 is rotational, but the periodicity betweenthe fluid’'s bulk-mean temperature and the wall temperature decays
boundarieB1 andB2 is a mixed type of translation and rotationexponentially to zero, so théPatankar et al[16]):
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Ty, 2)le1—Tw  T(X,Y,2)|g2— Tw 10 T E
= Norris and Reynolds Model (1975) ]

= , 2
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Water Data, Vlakancic (1996)

(¢}
. . ~ @ Glycol Data, Vlakanic (1996)
whereT,, is the wall temperature, anf,, is the local bulk-mean — - Filonenko Correlation (Smooth Tube)

temperature. Equatiof2) defines a “periodically thermally devel- - .
oped”module for a particular duct flow with periodically varying
geometries in the main flow stream direction. The above equation 10°
dictates that the shapes of the non-dimensionalized temperature
profiles on the periodic boundari®l andB2 are the same, and
periodic boundary conditions are implemented by introducing a
non-dimensionalized temperature:

Experimental Error Bar T Te— \E

L ”””'@A
(o]

Finl: N=30, H=0.03, y=30°

T(X,y,Z)_TW 3 103 PSS | . L NI S
- TbZ_TW . ( ) (a) 10* Re 10°

So that 105 ¢ , . : . —

0(x,¥)|g1=0(X,y)|g2- 4) © Finl: N=30, H=0.03, y=30° ]

Low Reynolds Number k-¢ Model. The high-Reynolds r 8

number turbulence model is only applicable to fully turbulent S
flows, where the molecular viscous effect is not significant. The -

present operating conditions are in the relatively low Re region, & !%° . E

and the characteristic length scale of the fins are comparable to thez St Experimental Error Bar |

length scale of the viscous sublayer. Thus, the flow is split into a SO Norris and Reynolds Model (1975) 1

fully turbulent core region and a near-wall region. A high Re r ©  Heating Data, Viakancic (1996) i

number turbulence model is applied to the fully turbulent core I _®  Cooling Data, Viakancic (1996) 1

region and a one-equation turbulence model specially designed for _ Gnielinski Correlation (Smooth Tube)

capturing near-wall turbulence characteristics is applied in the 104 10
near-wall region. The two-layer low-Reynolds number turbulence (b) Re
model proposed by Norris and Reynolds’] is adopted in this Fig. 4 (a) The comparison of the predicted friction factors with
study. o o experimental data for Fin 1; and  (b) the comparison of the pre-
The turbulent kinetic energy equation is as follows: dicted Nusselt numbers with experimental data for Fin 1.
dpuik 9 [ Kk
(9Xi (9)(] (O'k (9)(] Pk pe- (5)
In the Norris and Reynolds model: A similar comparison was carried out with=8, H=0.1 and
: vy=230 deg. Both friction factors and Nusselt numbers matched
K32 C. k2 o Vlakancic’s data well, with maximum deviations of 6 percent and
e= - 1+ @) m=Cupfu——i 1:=C, 7 xy; 17 percent, respectively. The largest Nusselt number deviation be-

tween the experimental and computed data occurred at Re
f = 1—exp{ _ ﬁ) ©) =70,000, which may be caused by the isotropic turbulence model,
w A, which is not able to capture the anisotropic turbulence. Note that
the friction factor and Nusselt number are all based on the

the near-wall region and satisfies the requirement ofe,,; as

y—0. The values of constants in above turbulence model are asrne experimental errors in the measurement system are also
follows (see STAR-CD manudli8]and Liu[4]): presented in the above figures, which are typically abofitper-
oy=1.0; C,=5.3; C,=0.09; k=0.42; A,=50.5. (7) cent but higher at larger Re. The analysis of experimental uncer-
tainties can be found in Vlakanc[d9]. Note that on all figures,
Results and Discussions the smooth tube heat transfer coefficient is calculated with the
Gnielinski correlatior 20].

comparisons.

Comparison of Numerical Results With Experimental Data.
As shown in an earlier papéktiu and Jensef8]), the CFD code
STAR-CD[17]was used to simulate the spirally finned tubes, a s
the results were benchmarked against the experimental data or}

Jensen and Vlakanc|@] for validating mesh independence, com- Effect of the Number of Fins.The variation in friction factors
putational convergence, and the turbulence model. During the rand Nusselt numbers with the helix angle and the number of fins
merical validation process, two or three periods were used fisr presented in Figs. 5(aand 5(b), respectively. Both quantities
confirming the longitudinal periodicity of the computationaincrease with an increase in the number of fins and helix angle.
model. The fin plays an important role in delivering heat transfer from the

The comparison of friction factors is shown in Figa#for tube solid walls to the flowing fluid, especially at the sharp corner on
Finl, which is a “micro-fin” tube withN=30, H=0.03 andy the fin's windward side. More fins mean that there are more sharp
=30 deg. The friction factors matched the experimental data wedlorners producing wall shear stresses, pressure resistance, and
Although the predicted friction factors were all underestimated/so heat transfer, so that both friction factors and Nusselt num-
they had the same variation in curvature as the experimental ddters are increased. However, when the number of fins becomes
The maximum deviation between the two sets of results was abdarge, the friction factors and Nusselt numbers are suppressed.
10 percent. The Nu comparison between the computational ahidis will be discussed below.
experimental data is presented in Figh¥ Nu was favorably = The heat transfer area increase versus the increase in the num-
predicted with a 6 percent maximum difference between the eler of fins and helix angle is presented in Table 2. Comparison of
perimental and computational results. the heat transfer area variation with the Nusselt number change

Parametric Study of the Geometric Effects of Rectangular
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0.014 T T T T detailed flow field shows that the circumferential velocities in-
0.013 | H=0.06, s=0.05 N=40 5 crease with helix angle. These velocities are generated by the

0012 Re=40,000 :::ga incoming_axial flow impinging on the soliq waIIs_ of the fin. A
g . larger helix angle causes more windward-side solid wall area to be
0.011 N=10 exposed to the incoming flow, so that stronger flow impingement
L 0.010¢ ] causes higher wall shear stresses and pressure resistance. As the
0.009 L E helix angle becomes larger, the pressure resistance also increases.
0.008 E “The helix angle effects on the Nusselt numbers are presented in
0.007 r E Fig. 5(b). For instance, witN =30, the Nusselt number increases

T T T T T T T

ITEERNSUFENNE FRUNN SRSUN NI

41 percent with a helix angle increase from 10 deg to 40 deg. As

0.006 - Smooth Tube E discussed before, a larger helix angle makes the windward side of
0.005 Fer i S e ST S T TR the fin more inclined to the incoming flow, so that stronger inter-
5 10 15 20 25 30 35 40 45 actions between the fin and the fluid flow are generated, and heat
(a) ¥ = Helix Anale transfer is enhanced.
D60 e ot Comparing the heat transfer area variat(d'la_ble 2)with the
AN (|)6 s=o‘05 ‘ ‘ ‘ ] Nusselt number change, the Nusselt number increases by 41 per-
240 + Re=;10 600 ' N=407 cent withy=10 deg to 40 dt_eg and =30, but the cqrrespondlng
200 | ' N=30_f heat transfer area increase is only 12 percent. This means that the
3 3 heat transfer per unit area at=40 deg is much larger than that at
. 200¢ N=201 y=10 deg. On the other hand, for a helix angle of 30 deg, vary-
7.\‘: 180 [ N=10§ ing N from 10 to 40 resulted in a 36 percent increase in Nusselt
2 F ] number, but at the expense of a 50 percent increase in heat trans-
160 | / E fer area.
140 : Smooth Tube ] Effect of Fin Height. For N=30, the variations in the friction
120 - ————— E factors and Nusselt numbers with fin height increase are presented
100 e b et e in Figs. 6(a)and 6(b), respectively. The general trend is that both

5 10 15 20 25 30 35 40 45 friction factors and Nusselt numbers increase with the increase of
¥ = Helix Angle fin height. However, the friction factors and Nusselt numbers do

not increase greatly with fin height increase if the helix angle
remains smal(<20 deg). When the helix angle is greater than 20
deg, the fin height variation causes a dramatic increase. A large
helix angle is the determinant for strong interactions between the
fin and fluid flow. Hence, as the fin becomes taller, more heat
transfer area is added, and the interaction between the fin tip and
‘Iﬂe fluid flow is strengthened.
ombining information from Table 3 and Fig.(§, for y

deg, a 50 percent Nusselt number increase is gained with a

Fig. 5 (a) The effect of helix angle and number of fins on fric-
tion factors; and (b) the effect of helix angle and number of fins
on Nusselt numbers.

indicates the Nusselt number increases by 36 percent fiom
=10 to 40 for a 30 deg helix angle with a corresponding he
transfer area increase of 50 percent. This means that the hed

EL%nquﬁrtﬁgrtSQg \i/rifhall LdEO: gglil/serssmrﬁlcl)er; tg\?gr ;nag Jg:&l; aln%f er59 percent heat transfer area increase. The heat transfer rate per
9 ‘unit area for the tube withi =0.03 is approximately the same as

The physical reason fqr thig phenomenon is that sironger Viscq t forH=0.10. Increasing the fin height for this geometry does

fhff;?itr? ;gg?gr?grtﬁ\;\é e;'ﬂ;ggén passage suppress heat transfer ff c%t dramatically change the fluid flow and heat transfer character-
: istics. Rather, the heat transfer is enhanced by the heat transfer

Effect of the Helix Angle. The variation of friction factors area increase.

with the helix angle is shown in Fig.(&). The Reynolds number,

fin height, and fin width are the same as for the previous compari-Typical Local Distributions of Friction Factors and Nusselt

sons, and the number of fins ranges frolw 10 to N=40. For Numbers. The circumferentially local friction factors along the

N =10 and with the helix angle increasing from 10 deg to 40 detpcal coordinate of the fin and tube are presented in Hig) for

the friction factor increases 77 percent. A similar increase is eRe=40,000 for the tube wittN=30, H=0.06, s=0.05, andy

perienced withN=40. The variation in the friction factor with =30 deg. The total wall resistance of spirally finned tubes is com-

helix angle is basically independent of the number of fins. Thgosed of the axial components of the wall shear stresses and the

Table 2 Heat transfer area increase with  H=0.06 and s=0.05

Heat Transfer Area Increase (44 smoots) N=10 N=20 N=30 N=40
y=10° 1.19 1.38 1.57 1.76
y=20° 1.20 1.40 1.60 1.80
y=30° 1.22 1.44 1.66 1.88
y=40° 1.25 1.5 1.75 2.00

Table 3 Heat transfer area increase with  N=30 and s=0.05

Heat Transfer Area Increase (4inv/Asmoorn) H=0.03 H=0.06 H=0.08 H=0.10
y=10° 1.27 1.54 1.72 1.90
y=20° 1.30 1.60 1.81 1.99
y=30° 1.33 1.66 1.87 2.11
y=40° 1.39 1.78 2.05 2.56
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Fig. 6 (a) The effect of fin height on friction factors (N=30);
and (b) the effect of fin height on Nusselt numbers (N=30).
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form drag cays_ed by pressure forces on the solid walls. Theref .7 (a) The local friction factor distribution for a rectangular
three local friction factors are used to represent the effects of ta¢ (y=36, H=0.06, y=25 deg, and s=0.1); and (b) the local
local wall shear stresses, pressure resistance, and total resistagggselt number distribution for a rectangular fin (N=36, H
which are normalized with the average friction factor based on tk€0.06, y=25 deg, and s=0.1).

hydraulic diameter(Hydraulic diameter is used here so that inte-

gration of the non-dimensionalized local distribution equals

unity.) The local coordinate was divided into the fin's leewardy,, ., hner corner, which is explained by the flow pattern: the
section, the fin's tip section, t'he fln’s windward section, and t W ilinpinges on thé sharp corner thus promoting heat transfer.
base tube surface, as shown in Fig. 1. The contribution from eagy, 5 decrease of Re number, the fin tip section delivered more
section of the solid wall to the total flow resistance forces, oot yransfer, and the heat transfer through the pipe surface de-
(which is the integration Of. qual axial shear stresses and PréSSHt&ased. The reason is that the turbulence level in the interfin
forces on these solid wa)lss given at the top of the figure. Dur- o ion decreases as Re decreases and the thermal resistance

Ing the ddata r(;dqctl?]n proces?, the. Il?c?l. r§S|s§ance fg[]‘?e? WERused by the viscous layer increase. Hence, the relative propor-
integrated to obtain the circumferentially friction factor. ThiS friCyjo, of the heat transfer through the fin tip surface increases.
tion factor compared well with that deduced from the pressure

drop. (Refined grids were used at the fin tip corners to investigate Effect of Fin Width. The effect of fin width on friction factors
the spikes. While the magnitude of the “peaks” did vary, theiand Nusselt numbers are presented in Figa) &d 8(b), for the
effect on the integrated averageand Nu was negligible. The condition withN=236,H=0.06, y=25 deg, and Re=40,000. For
singularity in the geometry of the corners may have producéd= 36, the friction factors and Nusselt numbers decrease with an
these spikes and, thus, may be a numerical artjfact. increase of fin width. For the second tube with- 22, the friction
Figure 7(a)shows that the wall resistance has a more uniforfiactors and Nusselt numbers increase with an increase in fin width
distribution on the fin tip and tube surface than on the leeward amdthe beginning, then peak and fall with a further increase in fin
windward sides. The wall shear forces on the fin tip and tulbveidth. The striking feature of the above results is that the fin width
surface contributed about 28 percent of the total resistance forcéas a totally different effect on the friction factors and Nusselt
Re=40,000. The resistance on the fin's leeward side was mualmbers for different numbers of fins.
smaller compared with the windward side. The windward side Comparing the numerical results and the experimental data of
caused much of the resistance both from wall shear stresses aedsen and Vlakanc|@] (Figs. 8(a)and 8(b)), it can be seen that
pressure resistance, especially in the high Re number region. the numerical results match with the experimental data very well.
The local Nu number distribution for the same tube and thHeor N=22, the large fin width promotes the heat transfer and
percentage of the total heat transf®r, delivered by each section friction factors, which compensates for the effects of fewer fins.
of the solid wall are presented in Fig(bj. The pipe surface For N=236, the smaller interfin region suppresses the heat transfer
contributed about 41 percent of the total heat transfer. The firdsid friction factors, which cancels out the effects of the larger
leeward side contributed the least. Similar to the wall resistanoember of fins. Eventually, the two internally finned tubes with
distribution, the Nusselt number distribution is more uniform odifferent fin numbers have almost the same friction factors and
the fin tip and tube surface than on the leeward and windwaklisselt numbers.
sides. The local Nu number reached its highest value at the fin’sThe turbulent kinetic energy, which is useful in assessing flow

Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1039

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0~011_”'ww"w*'w”‘w IR RN RN RN RN RS “7(-,,\0.022 B o o R A e e e e B EE e
| ® N=22,y=25° H=0.06 Re=40,000 - & 0.020 | N=22,1=25°, H=0.06 S
B N=36, y=25°, H=0.06 1 7 0.018 £ Re=40,000 i
0.010 o] 8 1016
i 2 0.
[ 1 G 0.014
L O 4 L
B L
L d g Y
: . £ 0008
0.008 + _ o L1 A S 0.008
[ Vlakancic, 1996 { O N=22,y=25°, H=0.06, 5=0.17 £ 0.004 . o
H O N=36,y=25°, H=0.06, s=0.10 | T 0.0028 Radius of Fin Tip y
0_007‘""‘“""“""\‘"‘\‘“‘\"“l"“““‘l“" xo_ooo».HM‘HJHHM.H!H\\\.[Hl\u»luu\‘.ul\\;u
0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 00 01 02 03 04 05 06 07 08 09 10
(a) s=Non-Dimensional Fin Width (a) R
210 [ T T T T T e €0 0,022 prrr -
[ Re=40,000 ® N=22,y=25°, H=0.06 | % 0.020 | N=36, y=25°, H=0.06
200 [ B N=36, 1=25°, H=0.06 = =
: = 1 > 0.018 = Re=40,000
190 & ] o E S 0.016
. I ) ] & 0.014
=N r 1 2
T i+
Z N ] ¥ v
170 ] E 0.008
o 3 3 0008 -
160 - \/jakancic. 1996 {O N=22, y=25° H=0.08, $=0.17 5 0.004 s=0 érzz/ o
g 0 N=36,v=25°, H=0.06, s=0.10] L 000200770 o -0 Radius of Fin Tip\,
150’l."l.".l<‘..Ju.w!.um..uh..q.‘..J.‘..LHH 0.000 B Pl RS bl SR AN AU RN AVANIN AFUUETANE AANONNE AATETENT SO . V1
0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 ) 00 0t 02 03 04 05 06 07 08 09 10

(b)

Fig. 8 (a) The comparison of fin width effect on friction factor
with different number of fins; and (b) the comparison of fin
width effect on Nusselt number with different number of fins.

Non-Dimensional Fin Width

R

Fig. 9 (a) The turbulent kinetic energy on the interfin bisector
for (N=22, H=0.06, and y=25 deg); and (b) the turbulent ki-
netic energy on the interfin bisector for

(N=36, H=0.06, and

y=25 deg).

and heat transfer behavior, on the interfin bisector is presented in
Fig. 9(a)for different non-dimensional fin widths for the tube with
N=22,H=0.06,y=25 deg, and Re=40,000. As can be seen, the
turbulent kinetic energy increases with an increase in the non-
dimensional fin width, which means that more turbulent kinetic
energy is generated by the solid walls because of the decrease
interfin region, especially near the fin-tip region. The strengthened
turbulent kinetic energy enhances heat transfer from the near-wall
region to the flow core region. However, the turbulence also costs ..,
pumping power, so that friction factors are increased.

For the tube withN=36, H=0.06, y=25deg, the turbulent
kinetic energy on the interfin bisector is presented in Fig).9n
contrast to the previous tube, the turbulent kinetic energy de-
creases with an increase in non-dimensional fin width, which
means that less turbulent kinetic energy is generated by the solic
walls because of the decreased interfin region, especially near the s
fin-tip region. Thus, both friction factor and Nusselt number ()
decrease.

10

102

103

The Effect of Fin Profile for N=30,H=0.1, y=30deg, and
s=0.083. Friction factor comparisons among for the three dif-
ferent fin profiles are presented in Fig.(&D The friction factors
in the tube with the round crest are the lowest; the rectangular anc
triangular fins have similar behavior, with the largest difference
between the round crest and rectangular fin being as high as 15.!
percent at Re=70,000. The trend in the Nusselt numbers is similar
to that of the friction factors, as shown in Fig. (b, but the
Nusselt number difference has a maximum of about 10.4 percent
at Re=70,000. Comparable runs were made With14 with the
other three parameters the same as alfs®e Liu[4] for details).

The trends in the data were similar. However, the largest variation
in the friction factor was only 9.9 percent; for the Nusselt number,
the largest variation was 5 percent. Fig. 10

S0

Normalized circumferentially local friction factor and Nusselfjes (n=

number distributions are presented in Figs(alland 11(b)re-
spectively, for the round crest fin profil€The rectangular and H=0.10,
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Nusselt number comparison for different fin profiles

H=0.1, y=30°, N=30, s=0.083
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(a) The friction factor comparison for different fin pro-

30, H=0.10, y=30 deg, and s=0.083); and (b) the
(N=30,
y=230 deg, and s=0.083).
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factor compared to a corresponding smooth tube, fraction of total
heat transfer and flow resistance through a single fin, fraction of
pressure resistance in total flow resistaficem drag), and heat
transfer area increase. The fin surface delivered more than 75
percent of total the heat transfer and flow resistance for each of
the three fin profiles. However, the rectangular and triangle fin
profiles produced more heat transfer and flow resistance than the
round-crest fin profile. The round-crest fin profile reduced the im-
pingement interaction between the solid wall and fluid flow by
adding a more streamlined surface on the fin tip, so that both shear
3 resistance and pressure resistance were dramatically decreased.
“.Round—Crest‘ N=30. He10. 4230°. <0.083 _ 2 I\_lote tha@ the proport_ion of the total friction due to the pressure
3 e "Re=70.000 - =l 0. 3 j resistance is smaller with= 30 than that foN= 14 for all of the
SE e 3 fin profiles. For the rectangular, triangular, and round crest fins for
00 01 02 03 04 05 06 07 08 09 1.0 N=14, the value of,.J/F are, respectively, 0.345, 0.338, and
(a) AL 0.318. Apparently, this is because a larger number of fins reduce
the interfin region, so that the impingement area is much more
leeward windward tube surface restricted for each fin. Usually, the higher the fraction of pressure
Q/Q=0.288 Q,/Q=0471 Q/Q=0.241 resistance in the total resistance, the lower is the efficiency index,
(NU/NUsmoomn! (f/fsmoo - This is shown by the data in Table 4.

The Effect of the Fin Profile for N36, H=0.06, y=25 deg,
and s=0.1. For a shorter fin1=0.06) and slightly differenN,
v, ands than before, the friction factors and Nusselt numbers for
triangular fins are very similar to those of a rectangular fin; hence,
only rectangular and round-crest fin profiles are discussed below.
Friction factors are presented in Fig.(22 Nusselt numbers are
shown in Fig. 12(b). At high Reynolds numbers, the difference in
friction factors between the two fins is very small. At Re
=10,000, there is about a 15.5 percent difference. The most sur-
prising result is that the round-crest fin friction factors are higher
than those of the rectangular fin profile, a result which is totally
(b) different from the previous results. For the Nusselt numbers al-
most no difference was noted between the two fins. Again, this is
Fig. 11 (a) The local friction factor distribution for the round considerably different that the previous results.
crest fin profile; and  (b) the local Nusselt number distribution The general trends for the local friction factors and Nusselt
for the round-crest fin profile. numbers for the two fin profiles are similar to those discussed in
the previous section. However, the contribution from each section
of the solid walls to the overall Nusselt numbers and friction
triangular fin profiles are similar to these presented in Fig.Atl. factors is quite different. These values are summarized in Table 5
the top of each figure, the contribution to the overall friction factdior Re=70,000 and Table 6 for Re.0,000
and Nusselt number is given of each part of the fin/tube surface.Table 5 shows that the increase in friction factor and Nusselt
For all three fins, the windward side of the fin contributed most toumber compared to a smooth tube is smaller than that of the
the overall friction factor; the base tube contributed little. A simicorresponding tubes discussed in Table 4. This is caused by the
lar trend can be observed with the Nusselt number. The pelakver fin height, smaller interfin region, and helix angle. The rect-
values of the local shear resistance and Nusselt numbers for #@ngular and round-crest fin profiles produced the same heat trans-
rectangular fin are at the sharp corner at the tip of the windwater and total flow resistance, although their heat transfer areas
side. For the triangular fin, the peak values are also near the shagye very different. This contradicts the previous conclusion that
fin tip in the windward side. For the round-crest fin, the highesbe sharp corners and impingement effects on rectangular and tri-
values of friction factors and Nusselt numbers are much lowangular fins results in enhanced heat transfer and flow resistance.
than those in the rectangular and triangular fin profiles. The shdtpwever, the geometric difference here is that the interfin region
corners produce more turbulence than the smooth surface on weas made very small by the large fin width and number of fins.
round crest, thus enhancing flow resistance and heat transfer. Based on the discussion in the fin width effects in the paper of
Table 4 presents the ratio of overall Nusselt number and frictidniu and Jenser8] for rectangular fins, the effects of the small

leeward windward tube surface
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Table 4 The effect of heat transfer and friction for group 2 fin profiles

Re=70,000 Rectangle Triangle Round

Fraction of Total Heat Transfer Through Fins 0.826 0.812 0.759

Fraction of Total Resistance Caused By Fins 0.867 0.860 0.785

Afin/ Asmooth 2.100 1.740 1.900

Nu/Nugmooth 2.260 2210 2.050

(NU/Nusmooth )/ Afin/ Asmooth) 1.080 1.250 1.080

oot 2.780 - 2740 2.370

Foress/F 0.259 0.253 0.228

(Nu/Nugmooth ) (Ffsmootn) 0.810 0.810 0.870
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Fig. 12 (a) The friction factor comparison for different fin pro-
files (N=36, H=0.06, y=25 deg, and s=0.1); and (b) the Nus-
selt number comparison for different fin profiles (N=36, H
=0.06, y=25 deg, and s=0.1).

interfin region cancels out the impingement interaction betwe&

For the round-crest fin, the interfin passage is enlarged through
rounding out the fin tip. Although the interaction between a
smooth surface and fluid flow is weaker than that of a sharp cor-
ner, the enlarged interfin passage with the round crest is able to
pump more turbulence into the fin root region, so that more heat
transfer occurs with a larger friction factor at the same time. This
explains why the Nusselt numbers and friction factors are almost
the same at Re=70,000.

At Re=10,000, viscous effects are higher than those at high
Reynolds numbers, especially near the fin root in the interfin re-
gion. As shown in Table 6, the fin surface delivered more than 90
percent of the heat transfer and flow resistance for both rectangu-
lar and round fin profiles. Similar to Rer0,000, the surface of
the rectangular fin delivered the same amount of heat transfer as
that of the round fin. The situation of friction factors was a little
different. The surface of the rectangular fin produced 97.7 percent
of total flow resistance and the surface of the round fin contributed
93.3 percent of total flow resistance. Considering that the overall
friction factor of the tube with the round-crest fin profile was
much higher than that of the tube with the rectangular fin profile,
the surface of round fin actually produced more flow resistance
than the rectangular fin profile.

As shown in Table 6, the pressure resistance caused by the
round fin-surface is dramatically larger than that of the rectangular
fin. The reason is that the fluid flow becomes more sensitive to the
interfin area change at a lower Reynolds number because the vis-
cous sublayer is very thick at this condition. For the rectangular
fin profile, the pressure resistance was only 6 percent of the total
resistance because strong viscous effects in the narrow interfin
passage almost eliminated the pressure resistance. In the round-
fest fin tube, the impingement effects were enhanced by the en-

the solid walls and fluid flow. Especially in the fin-root area, théged interfin passage, so that the pressure resistance was dra-
viscous effects on both sides of the fin walls and the tube surfa@atically increased. This explains why the overall friction factor
make this region almost a “dead” area, so that impingement @i the tube with round-crest fin profile is much higher than that of

the fin tip has a very weak effect on this region.

the tube with rectangular fin profile.

Table 5 The effect of heat transfer and friction for group 3 fin profiles

Re=70,000 Rectangle Round

Fraction of Total Heat Transfer Through Fins 0.821 0.807
Fraction of Total Resistance Caused By Fins 0.874 0.867
Aﬁn/Asmooth 1.760 1.500

Nu/NUgmooth 1.500 1.520

(NU/N usmooth)/ ( Afm/ Asmooth) 0.860 1.010
Fsmootn 1.560 1.630

Foress/F 0.160 0.170

(NU/N usmooth)/ (f/fsmooth) 0.962 0.933

Table 6 The effect of heat transfer and friction for fin profile group 3

Re=10,000 Rectangle Round

Fraction of Total Heat Transfer Through Fins 0910 0.888
Fraction of Total Resistance Caused By Fins . 0.977 0.933
Aﬁn/ Asmooth 1.760 1.500

Nu/NUgmooth 1.450 1.510
(Nu/Nusmooth )/ ( Afin/ Asmooth) 0.820 1.000
/smooth 1.470 1.700

Foress/F 0.060 0.110

(NU/N usmooth)/ (f/fsmooth) 0.990 0.890
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Conclusions f.

A comprehensive numerical study on the effect of rectangular
fins on Nusselt numbers and friction factors in internally finned f,
tubes was conducted over a wide range of geometric conditions.
Based upon the results obtained, the following conclusions can be

P

drawn for rectangular fins: . f'°|°:a'

1 Nusselt numbers and friction factors increase with an in- v
crease of the number of firfg the interfin region is not too small Fu, Fi, F
and helix angle. Larger helix angles generate stronger circumfer- g
ential velocities, which enhance fluid mixing between the solid press
walls and the core flow. h, Niocar

2 Increased fin height produces larger Nusselt numbers and
friction factors, but the increase is moderate at smaller helix H
angles (y<20deg). Wheny>20deg, both heat transfer and
pressure drop increased greatly within the same fin-height varia-
tion range. Al/L

3 Adding fins and increasing fin width may increase or de-
crease heat transfer and friction factor. Variations in the interfin |
region turbulence level determine the increase or decrease. L .tsh

Itc

The impact of fin profile on friction factors and Nusselt num- P
bers has been investigated. For rectangular, triangular, and round- m
crest fins, fin profile does have a significant impact on the Nusselt N
number and friction factor. By examining the local distributions, Nu
the physical mechanisms were explored for the friction factor and
Nusselt number differences caused by different fin profiles. The Nu,
following conclusions can be drawn for fin profile effects:

1 Rectangular and triangular fin profiles have similar friction p
factors and Nusselt numbers. Friction factors and Nusselt numbers P
for round-crest fins are lower than those of rectangular and trian- Q QPr

f |

gular fin profiles if the interfin region remains large.
2 The strong interaction between the sharp corners on the
windward side of the rectangular fin tip and the fluid flow geneth' Q. Q

ated more turbulence than with the round-crest fin profile; this R
interaction then promoted stronger heat transfer through the whole Re
fin surface and generated larger flow resistance. However, the
sharp-corner effects were diminished when the interfin passage is Rey
small. S
3 With a larger number of shorter fins, the rectangular and T
triangular fin profiles behaved similarly, with only small differ- u,v, w

ences at high Reynolds numbers. For=R®,000, the round-crest

fin friction factor was about 15.5 percent higher than that of a u
rectangular fin. For the rectangular fin profile, the narrow interfin
region diminished impingement effects caused by the sharp cor-
ner. For the round-crest fin, rounding out the fin tip enlarged the +
interfin region, so that the interaction between the fin and fluid

T

Wi

local friction factor based on axial wall shear
stresses ¥ 7,/0.5pw?)

local friction factor based on pressure resistance
(= 7,/0.5pw7)

total local friction factor & f,w+ f,p)

axial flow resistance through the tip side, lee-
ward side, windward side,

tube surface of a fin, and the total wall aféd]
total axial pressure resistance on the total wall
area[N]

heat transfer coefficient, based on nominal or
local heat transfer argaV/m?K]

non-dimensional fin height=2e/d;)

thermal conductivityf W/mK]; Turbulent kinetic
energy[m?s?]

non-dimensional circumferential local wall coor-
dinate(see Fig. 3)

turbulence length scalen]

one pitch lengththe axial distance when a fin
spirally rotates by a helix anglém]

mass flow ratgkg/s]

number of fins

Nusselt number based on nominal tube diameter
(=hd, /k)

local Nusselt number based on nominal tube
diameter & hjocad; /k)

pressurdPa]

turbulence production

Prandtl number € uc,/k)

heat transfer through the tip side, leeward side,
windward side,

tube surface of a fin, and the total wall afés]
tube radiugm]

Reynolds number based on nominal tube diam-
eter (=w,d; /v)

turbulent Reynolds numberk®%/v)

fin width [m]

temperaturgK]

velocity components i, y, z directions in Car-
tesian coordinates

friction velocity [m/s]

mean axial flow velocity based on tube nominal
diameterfm/s]

non-dimensional wall distance<(yu, /v)

flow was greatly enhanced. Thus, while the rectangular and rourfgréek Symbols

crest fin tubes had the same friction factors and Nusselt numbers
at high Reynolds numbers, at low Re number, the friction factor of
the round-crest fin was much higher than that of a rectangular fin. C,.C,

o

K, Ok
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Nomenclature P

.
Agmooh = the wall area of a smooth tutjen?] T\Z

in = the total heat transfer area of an internally-finne% .

tube[m?] ubscripts
cp, = specific heat at constant press{iiékgK] b
d; = inner, nominal diameter of tuben] exp
e = fin height[m] h
f, f, = fanning friction factor based on nominal or hy- Im
draulic diameter min
f, = damping function for turbulent viscosity smooth

Journal of Heat Transfer

circumferential angle between two fins
the ratio of pressure drop to tube length
constants in turbulence model
constants in turbulence model
pressure dropPa]

log-mean temperature differenfié]

fin helix angle[degrees]

dynamic viscosityPa-s|

turbulent Viscosity[Pa-s]

kinematic viscosity m? s %]

fluid density[kg/m°]

axial wall shear stregdN/m?]

axial wall pressure resistanf/m?]

bulk
experimental
hydraulic
log-mean
minimum value
smooth tube
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New Theory for Forced
Convection Through Porous
Media by Fluids With
Temperature-Dependent Viscosity

A theoretical analysis is performed to predict the effects of a fluid with temperature-
dependent viscosity flowing through an isoflux-bounded porous medium channel. For
validation purposes, the thermo-hydraulic behavior of this system is obtained also by
solving numerically the differential balance equations. The conventional procedure for
predicting the numerical pressure-drop along the channel by using the global Hazen-
Dupuit-Darcy (HDD) model (also known as the Forchheimer-extended Darcy model),
with a representative viscosity for the channel calculated at maximum or minimum fluid
temperatures, is shown to fail drastically. Alternatively, new predictive theoretical global
pressure-drop equations are obtained using the differential form of the HDD model, and
validated against the numerical results. Heat transfer results from the new theory, in the

form of Nusselt numbers, are compared with earlier results for Darcy flow models (with
and without viscosity variation), and validated by using the numerical results. Limitations
of the new theory are highlighted and discussé®Ol: 10.1115/1.1409268

Keywords: Analytical, Forced Convection, Heat Transfer, Porous Media, Viscous

equation(viscous-drag effect on)y however, limits the scope of
their analysis for neglecting the form-drag effects imposed by a

) h (ﬁe ous medium. Hence, their results and main conclusions are
convection[1,2], general reviews on forced convecti@], and restricted to cases in which the form-drag effect of the porous

reviews speC|f|_c to the use of permeable_ mater_lal to e_:nha dium is minimal(such as for tube-bundle-like porous media
forced convectioriS], reveal the almost universal invocation ofy; ¢or cases in which the fluid temperature does not change much
the uniform V|sc05|ty assumption in analyzing forced convectloglong the flow directiorii.e., the plate temperature should not be
through porous media. - _ very different from the fluid inlet temperature, or the channel heat
While strong interest in channel forced convection of clear fli,x should not be too high
ids with temperature-dependent viscosity has generated severa|ymerical simulations considering the convection through a
studies(e.g., [6,7]), not much attention has been given to thgarallel-plates porous channel, and including the form-drag ef-
porous media counterpart of the problem. This is particularly sects, was presented recently by Narasimhan and [4§& In
prising when considering the potential heat transfer enhancemeis work, the authors show the limitations of the global Hazen-
of using permeable media in convection heat transfer. Dupuit-Darcy (HDD) model (popularly known as the
Driven by the several contemporary engineering applicationSorchheimer-extended Darcy mopl@i accurately predicting the
from cooling of electronic$8,9]to porous journal bearindd0—  pressure-drop along the channel, suggesting a modification to ac-
12], the fundamental analysis of convection through porous medieunt for the temperature-dependent viscous effects. They also
by fluids with temperature-dependent viscosity is a necessaiyowed that the HDD model is inappropriate for neglecting indi-
foundation in support of new designs and the optimization of exect effects of temperature-dependent viscosity on the form-drag
isting ones. term of the model, a term originally believed to be viscosity-
Ling and Dybbg[13] presented a pioneering theoretical invesindependent.
tigation of the temperature-dependent fluid viscosity influence onThe objective of the present study is to establish a new theory
the forced convection through a semi-infinite porous mediufior predicting the global pressure-drop and the heat transfer coef-
bounded by an isothermal flat plate. The fluid viscosity was moficient of a fluid, with temperature-dependent viscosity, convect-
eled as an inverse linear function of the fluid temperature, the flong through a heated porous medium channel. The importance of
model followed the Darcy equation, and the results showed a véRe present theory is fundamental for studying the effects of varia-
strong influence of temperature-dependent viscosity on the h&@ns in a constitutive property. It is also vital for the design en-
transfer from the flat plate. gineer to anticipate the thermo-hydraulic behavior of similar sys-
Nield et al.[14] have presented a theoretical analysis of a simieéms enhanced with porous media and running fluids with
lar configuration(parallel-plates channel, with isoflux heated surtemperature dependent viscosigbserve that most fluids, includ-
faces, and fully developed velocity profilealso invoking the INg water, have viscosity strongly dependent on temperature
Darcy equation. Their analysis also showed an increase in the heat
transfer coefficient along the channel, as a result of the

temperature-dependent viscosity. o Physical Model and Theoretical Analysis
The simplified approach if13,14], by invoking the Darcy . . o
Consider the forced convection of a fluid with temperature-

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF deDehdent VISCOSIW“(T). through a_Iow—permeablllty, hlgh form_.
HEAT TRANSFER Manuscript received by the Heat Transfer Division September Zéz,oemC'ent porous medium sz_andwmhed between_ tWO_ parallel iso-
2000; revision received May 20, 2001. Associate Editor: J. Georgiadis. flux surfaces, spaced by a distandd,2as shown in Fig. 1. The

Introduction
Recent texts on porous media that devote chapters on for
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channel has length, and the fluid enters the channel with uni- 1
form temperaturdy, and uniform longitudinal speed,,. F(u(T)=F(u) +F (n)p (T=T,)+ E[F’(,ur),u’r’
The differential mass, momentum and energy transport equa-

tions are, respectively, FE ()l 2(T-T,)2. )

V-u=0 @) By substituting forF(u«(T)) in Eq. (7), we can get progressively,
(T) the zero, first, and second-order solutions owhen we use,
o__vp_VK_ u—pColulu (2) respectively, the first, the first and second, or all the terms of
0 Eq. (9).
UT_p v2 The zero-order result, i.e., faf(u(T))=F(u,), Eq. (8), cor-
PCpU- VT =keV7T. ©) responds to the uniform viscosity case whereU,. Hence, from
Quantities are defined in the nomenclature. The subscript “0” dag. (4),
the porous medium propertid§ and C reminds us that these
guantities are obtained under isothermal condition. In this case, G= ﬂu +CapU2 10
the fluid viscosity is uniform throughout the channel(T) o 0T oo (10)
= u(Tin) = 1in - Notice also the absence of the convective inertia
and Brinkman terms in the momentum equation, &9, in accor-

Moreover, the energy equation, E®), can be rewritten as

dance with the low permeabilityK(;) and high form-coefficient T 1 aT
(Cop) porous medium assumption made previously. ~ T HK onHcpﬂ—X . (11)
Assume now that the flow is fully developed, i.eu/dx=0. y €
When combined with the continuity equation, Ed), and the Now, using the first law of Thermodynamics
impermeable boundary condition at the channel surface, we obtain
v=0. Therefore, the momentum equation, EB), written with U-Hc dTb:k ” (12)
G=—aplox, becomes PLOHCT g TR
CopKou?+ u(T)u—GKo=0. (4) where the fluid bulk-temperature is defined as
The energy equation, E@3), with the assumption of negligible 1 (H
longitudinal conductioror high Pelet number), reduces to, To=gp | uTdy (13)
0
2
‘9_-2: p_cpuﬂ. (5) and with JT/dx=dT,/dx, one can show that the RHS term in
ay ke = ox parentheses of Eql11) equalsk.q”. Therefore, integrating Eg.
For fully developed flowgT/ax=dT,/dx. Invoking the first law (11)iny, with T/dy=0 aty=0 andT=T, aty=H as boundary
of Thermodynamics, E¢5) can be rewritten as conditions, we get the zero-order temperature distribution
PT [u) g q'H (y)z
R Bl P To=Ty— 1-{=] | 14
ay? U)keH : (6) L T N (14)

Keep in mind to solve Eq6) we need to determine the ratio SO, upon substitution foF in Eq. (13), the fluid bulk-temperature
u/U, whereU is the cross-section averaged fluid speed. The quaecomes,
dratic equation given by Ed4) when solved fou will result in a

positive root, which will be a function of.(T) with a solution To=Tw— ﬁ (15)
resembling 3Ke
u=F(u(T)). (7) and, the local Nusselt number, defined for isoflux parallel-plate

o ) channel([2], p. 62 as
The temperature dependency of the dynamic viscosity of the

fluid can be approximated as a second-order Taylor's series ex- 2Hg"

pansion enabling us to express the RHS of @j.as, Nu= Ke(Tw—To) (16)
1 turns out to be equal to 6. This value remains unchanged along the
_ ’ ” 2
Flu(M)=F(u)+F (u)(p=p)+ 2 Frlmo (= o), channel for fluids with constant and uniform viscosity.

(8) Now, to determine the first-order solution we need to find a
) . . suitable expression forT(—T,) in the second term of E(8).
where w, is the reference viscosity value, evaluatedTatT,. |npjicit in the way Eq.(9) is written, is the assumption that the
Expanding the individual terms in E8) as functions of tempera- (oference temperaturg, is always higher tharT. Therefore, a
ture, we get natural candidate fofl, is the wall temperaturd,,. Using the
zero-order solution fof, Eqg. (14), andT,, for T,, in Eq. (9),
allows us to evaluate in Eq. (7) as

o a,N y\?
e = s 3 1] } N
E__) »v . 2 wherea;, a,, andN are defined as
" 412"
T § ., G o e GKy| —1+1+4¢
— M o $§:: : 7:‘ o - a1=_ -
S g 2pn|
GK 1 "H 1 (d
! 1 | LR P _4 _< ” ) (18)
2pwd Ji+4¢ Ke myw\dT
Fig. 1 Schematic of the flow channel considered for Y
investigation with
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pCoK3G
ty

It is then possible to integrate E¢L7) alongy, to find the
cross-section averaged fluid speed,

(19)

U,—a+ 22
1= 3

Using Egs.(17) and (20) in Eqg. (6), we find the first-order
temperature distribution as

q'H (1

(20)

y?\  a,N

— I+ —
2
H a;

T=Tw= 7|2

2l - |

Upon similar use of Eq(21), we get from Eq(7) the second-
order solutions as

(21)

B a2N1 y\?] [a3N? 1 NZ— M
Vet | 1) ¥ 24s, TN T M)
212
y
<-4 22)
a,N asN? a,M agN?
Vamat 5 age 15 T s =
a, a;q"H[ 1 [a,N\2
TZ_TW_U_ZQ:L(V)_ UKo [ﬁ a
a,M a3N2Q 04
Ba, | Ba, 2(Y), (24)
where the(); andQ, of Eq. (24) are
q'H (1 y?\ a,N[1 y?
Ql(W—Tw‘k—e[z(l‘m AT
1 4
i8]
24 H
Q = ! 1 y2 ! 1 y4 ! 1 i 25
=151 72z) 6l w7 T3l s/ | @D
andaz andM are defined as
2GK, (q”H)Z 1 [dzﬂ (26)
a = = —— —_—
¥ pal 14T Ke | pu|dT?

Tw

1 H
TW(L):q"(m+ 3—ke)+T0 (29)
Observe that the accuracy of the zero-order approximation of
F(u(T)), from Eq.(8), is inversely proportional ta., (T—T,),
and of the first-order approximation inversely proportional to
[ (T=T)1%42 and[u/(T—T,)2]/2. Two requirements can be
written then, using Eq(14), as

qH 1 _IN| 1(q”H)2 1 [dz,u

du
2Ke o <L 3\ 2) wldm

— = <L
dT ;8

2 2
(30)

The first requirement, when valid, indicates that the zero-order
approximation is accurate. The second requirement, together with
the square of the first, when valid, indicates that the first-order
approximation is accurate.

Validation

Notice when the form-drag coefficief, is negligible then/
—0. In this case, from Eq18), a;=a,—GKy/u,, and the first-
order solutions of Eq920) and (27) reduce to

_(AP Ko N

B T (Trna) +§} 1)
_ 2

NU—G(l— 1—5N) (32)

These results are identical to the results reportefili], who
developed a similar predictive theory for a fluid with temperature-
dependent viscosity, but starting with the linear Darcy flow re-
gime, i.e., Eq(4) replaced byu=[Kq/u(T)]G.

Observe thal\, Eq.(18), is a negative number for fluids with
viscosity decreasing with increasing temperature. Equa®in
predicts a higher cross-section averaged longitudinal fluid speed
than the Darcy model with uniform viscosity evaluated at, for
which U=KyAP/(Lui,), becausdl;, is the minimum fluid tem-
perature along the channel.

In order to validate the theoretical analysis further, numerical
simulations were performed for the configuration of Fig. 1, using
Egs. (1)—(3). Details of the numerical proceduttested for grid
independence and numerical accupacgn be found if15]. Im-
portant specific parameters are: the distance between the plates
2H=10cm, the length of the heated sectlor 1 m, dimensional
inlet fluid velocity U;, from 10 2m/s to 10 m/s, and the heat
flux g” from 0.01 to 0.10 MW/ These values were chosen to
highlight the effect of temperature-dependent viscosity on the
thermo-hydraulic behavior of the system under temperature-
dependent viscosity.

The corresponding first and second-order Nusselt numbersirhe nymerical simulations consider further the fluid as being

upon using Eq(13), are given, respectively, by

Nug=6| 1 222N 27
uli 1531 ( )

and
Nu,=N 6—68&5'\I2 4 M N?2 28
Up=Nu; + 1575%"‘1058&(32 —agN9)|. (28)

Poly-a-olefins (PAOs), low molecular weight, branched, syntheti-
cally produced, saturated hydrocarbons that have lubrication prop-
erties superior to that of naturally occurring mineral oil. This has
led to the wide-spread use of PAOs in a variety of applications,
ranging from industrial lubrication to high grade synthetic motor
oil basestock to cooling military avioni¢44,16—-18].

Fluids (such as PAOs, motor-oils, synthetic lubricants )etc.
whose viscosity are dependent on temperature are modeled using
different relations[19,20] involving power, logarithmic[16] or

Finally, to complete the solution, one must find a proper valugxponential function21], yielding better accuracy over different
for the wall temperaturd,, for calculating the viscosity and its temperature ranges. The dynamic viscosity of PAOs can be mod-

derivatives in Eqs(18), (19), and(26). Accounting for the fact

that the chosef,, must be higher than the maximum fluid tem-
perature anywhere in the channel, we must use the wall-

eled from the data ifi22] as

w(T)=0.1628T 10868 (33)

temperature atx=L, T,,(L)=Ta. This temperature can bevalid for 5°C<T=<170°C. Within the same temperature range,

found by integrating Eq(12) alongx (from 0 toL) and combining
the result with Eq(15) (for x=L), that is

Journal of Heat Transfer

the variations of density, specific heat and thermal conductivity of
PAO are negligible.
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2.5 —

Obviously, results of the theoretical analysis presented here |
not restricted by this fluid selection, as the theory in principle isp1.
valid for any functional dependence of viscosity on temperaturPpa/m)
The inlet temperatur&;, of the PAO is chosen as 21°C, yield- 2
ing  win=5.95x10"°kg/ms, p=768.5kg/m, c,=1971.35J/
kg°C, andk;=0.1424 W/m°C. Our hypothetical porous matrix
has ¢=0.58, K,=4.1x10 °m? and Co=1.2x10° m~*. These =
values are representative of practical values obtained from isoth
mal (non-heating)experiments utilizing an aluminum foam hav-
ing ke=170 W/m°C, as reported if18].

q" =0.10 MW/m® ,
O numerical e
---- first-order, Eq. (20) B4 a
—— second-order, Eq. (23) .
—-— linear, Eq. (31)

Results and Discussion 05

Figure 2 shows a comparison between the theoretical pred
tions and the results from the numerical simulations €gr
=0.01 MW/n? (the lowest heat flux consideredThe simplest

o -8 ; T T T T T T T 1

. .. . . 2 60 80 100
theoretical predictions are obtained first from the HDD model, ‘ ’ Y U 6 16° )
AP u(Ty) ) , _ _ _
T = K_o U+CppU (34) Fig. 3 Theoretical and numerical pressure-drop versus fluid-

speed results for g"=0.10 MW/m?
assuming the following:

(1) pu(To) = pr= p(Tin) = w(Timin)
' ' " mn drop predicted from Eq(20) and (23). This is expected from a
(2) w(T)=pr=pm(Ty(L))= 1T ma) model that does not include the form-drag effects.

These two options are plotted in Fig. 2. They are, respectivel(y,':'g_ure 3 presents similar results, but fgf =0.10 MW/n?
the lower-bound and upper-bound limits for the fluid spégd (Maximum heat flux). A careful comparison of Figs. 2 and 3 indi-
with a fixed pressure-droi P/L along the channel, because theyates that the curve obtained from E@4) with w(T,)
are calculated using the minimurf,,, and maximumT,(L), —#(Tma) IS unchanged when the heat flux increases. This is
temperatures attained by the fluid along the channel. Any othR@Mmewhat surprising because,,, certainly changegincreases)
temperature choseniz. simple average between the inlet and exif/ith the heat flux. The results indicate, however, that the fluid
bulk temperatures of the fluid, log-mean difference of the same, {mperature is irrelevant to the fluid-speed versus pressure-drop
a longitudinal average of the bulk temperatures for the entifélation Eq.(34), and this happens only when the viscous-drag
channel, will fall between these two limifd5]. effect is negligible as compared with the form-drag effeehich

Observe that the result from the HDD model using a viscosif§ Viscosity independentOur conclusion is thal na,, even for
evaluated at the minimurtinlet) temperature, is independent ofthe low heat flux considered in Fig. 2, is already high enough to
the heat flux(thereby, of variation in temperature inside the chan¥i€ld a negligible viscous-drag. In this regard, the curves for
nel) thus representing both no-heating and uniform viscosi#(Tr)=#(Tma) from Eq.(34), presented in Figs. 2 and 3, are
situations. indeed the lower-bound curves for pressure-drop versus fluid-

The analyses carried out on the unidirectional, differential HDSP€€d, when the form-drag effect is accounted for.
model, Eq.(4), as presented in this paper, leads to a theory thatWhen the form-drag effect is ignored, as in the linear model
improves on the lower-bound velocity results predicted by E§ased on the Darcy equation, H1), the decrease in pressure-
(34). From Fig. 2, we can observe that the first and second-ordPP With heat flux has no limit. See in Fig. 3 how the curve from
solutions, Eqs(20) and (23), predict velocities that compare ex-Ed- (31) lies below the curve obtained by E(4) with x(T,)
tremely well with the numerical results. = u(Tmay. This is analogous to the Hagen-Poiseuille flow con-

Also plotted in the same figure is the theoretical prediction dfguration, or to flow through a porous medium with zero form-
the linear model, from Eq(31). Observe that the predictedf@ctorCo.

pressure-drop, for a given fluid speed, is smaller than the pressurelll contrast to Fig. 2, the agreement between first-order, second-
order, and numerical results is not so good in Fig. 3. We can now

see the improvement in going from first-order to second-order

2.5

analysis. The deviation between first-order results and the numeri-
cal results is either because of the inaccuracy of the first-order

AP/L q" = 0.0l MW/m® h !
(MPa/m) O numerical truncation or from the fully developed flow assumption.
2 1 . fff‘;ﬂ;ﬁg;jﬂlﬁ%n To establish the accuracy of the first-order approximation, we
o lnear, Eq G must consider the square pfi|/2 andM/8, Eq.(30). Within the

0 20 40 60 80 100
U (x 107 m/s)

Fig. 2 Theoretical and numerical pressure-drop versus fluid-
speed results for g"=0.01 MW/m?
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fluid velocity ranges considered here, Fig. 4 shoWg2 andM/8

approaching unity for increasing heat flux, thereby invalidating

the criterion. This observation corroborates the discrepancy be-

tween first- and second-order results of Figwien the heat flux

is high). In a similar fashion, examining the accuracy of the

second-order approximation in Fig. 3, we require the terms of a

third-order approximation, which are proportional {&[/2)% and

(M|NJ/16), to be very small. The results of Fig. 4 satisfy this.

Thereby, it seems that the discrepancy between second-order and

numerical results stems from the fully developed flow assumption.
Figure 5 shows the local velocity variatiar{y) predicted by

the linear model[14], developed from Eq4) with C,=0), and

the second-order HDD model, EQ2), results fog”=0.01, 0.05,

and 0.10 MW/r, respectively. Also shown is the velocity profile

for the no-heating caseq(=0), labeledu= u;,. All curves are
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N
2 Ld Eq. (35), withn=1
N N
0.8 1
o o 001 )
0.6 % 0.05-9" MW/
0.1 ’ 0O 0.10) numerical
second-order,
Eq.(23)
T 0.4 7 R
. R
o2 A ° - TN Eq. (35), with 1= 0
[l T T T T T T T T T T T T T
0 0.1 02 03 0.4 0.5 0.6 07
0 20 40 60 80 100 A
U (x 107 m/s) Fig. 6 Summary of longitudinal pressure-drop obtained by
second-order HDD theory, Eq. (23), with numerical results for
Fig. 4 Verification of the two criteria for accurate zero-order several heat fluxes

(top) and first-order (bottom) approximation results, Eq.  (30)

duction in viscosity(because of the higher temperafuie more
obtained with the same pressure-di@p equivalent toU=9.84 dramatic. This is captured perfectly by the second-order HDD

X 10~2 m/s when the channel is not heated. Increased fluid spd9gOry: as evident from Fig. 5. _
is expected when heating the channel. The hydrodynamic effect of varying the surface heat fitixs

Considering the fact that the linear model neglects the influenpgesented in Fig. 6, using the non-dimensional parameters

of the form-drag term, the fluid velocity profile is expected to D pCoK (AP/L)

follow the temperature profile, having a maximum velocity at the -_C :( 0 0) b= (35)

wall (where viscosity is minimum because the temperature is Dy, Hin (DctDy)

maximum)and decreasing progressively towards the axis of thgnere Dc=PCoUi2n represents the global form-drag arm
. X g »

channel. This is clearly depicted in Fig. 5. = iU /K, represents the global viscous-drégith viscosity

The second-order HDD model result fof'=0.01 MW/nf, _evaluated at the inlet fluid temperatur®bserve that by using

however, indicates a slug-flow profile, with a reduction in the fluighese two nondimensional variables, the HDD model(Bd) can
speed(as compared to the linear fluid speedused by the form- pe rewritten as

drag effect. This makes the curvature of the velocity profie

predicted by the linear Darcy theogrio flatten near the walls, as b= o N L

indicated in Fig. 5. TIn+1 N+1
When the heat flux is increased, the second-order HDD mode]

results indicate a pronounced velocity increase of the fluid nedpere 7= u(To)/ win . . o

the channel surface. This aspect shows the influence of viscosjphNotice in Eq.(35), the scale chosen for non-dimensionalizing

variation on the viscous-drag. The variation in viscosity reducébe pressure-drop, namelp(,+Dc), clearly highlights the vis-

the viscous-drag to a greater extent near the wall, where the FOSIty variation effect as it compares the pressure-drop got by
considering viscosity variation to that for uniform viscositgcall

from Eq.(34) that (D, + D) equalsAP/L for the case of a fluid
flowing with uniform viscosity equal tqu;,).
From Fig. 6, it is evident that the second-order HDD theory
YO Ay, o1 05 om o 005 oo predicts extremely well the effect of viscosity on the global lon-
0.054 ' [ ' gitudinal pressure-drop versus fluid-speed relation. Even for high
heat fluxegwhen the accuracy of the theory is known to deterio-
rate because of the considerable variation of temperature along the
channel), the predicted results from the theory still compare sur-
prisingly well with the numerical results.

Next, we explore how the viscosity variation affects the heat
transfer in the channel. Temperature profiles, similar in style and
corresponding to the second-order velocity profiles in Fig. 5, are
shown in Fig. 7, obtained from E@24). For the flow of a fluid
with decreasing viscosity for increasing temperature, we deduced
from Fig. 5, that increasing the heat flux increases the local ve-
locity near the wall relative to that at the axis. This results in an
[ increase in the curvature of the temperature profile near the wall
o1l I ‘ 1 and a corresponding decrease towards the axis, resulting in a net
o1 o005 011 0115 012 016 o o 04 flattening of the entire profile, as shown in Fig. 7.

In Fig. 8, a comparison between the temperature profile ob-
tained from the linear model dfi4] and the profile predicted by

Fig. 5 Velocity profiles u(y) from second-order HDD theory the second-order HDD model is presented.

: (36)

linear

i
! second-order

——

ufy) (m/s)

(left side profiles ) and linear theory (right side profiles ) for sev- Nusselt numbers from the linear model, E&2), and from the
eral heat fluxes second-order HDD model E¢28), are compared in Fig. 9. Also
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7.2
Q=0 001 0.05 0.10 Nu

0.05 A 7 ---- linear, Eq. (32)

—— second-order, Eq. (28)

6.8 1

7 4

6
\*Hm
58 1 T T T T T T
0 0 0.1 0.2 03 0.4 0.5 0.6 0.7
20 25 30 35 40 45 30 55 60 A
) €0 Fig. 9 Comparison of Nusselt numbers obtained by the two

. . ) theories as a function of N, for several heat fluxes, " (MW/m?
Fig. 7 Comparison of temperature profiles from second-order q" (MW/m?)

HDD theory, Eq. (24), with those of uniform viscosity case, for
several heat fluxes . .
Therefore, the fluid bulk-temperature found using the second-

order HDD model is smaller than that of the linear model.

. ) . NS S As the fluid speed increases, and consequentially the viscous-
shpwn In .the flgure is the curve , for .the case of a fluid with rag decreases in importance as compared with the form-drag, one
uniform viscosityu;, . Recall that the fluid bulk-temperature an

the referencgmaximum wall) temperature, on which Eq$28) -OU|d expect t?e l\(lju number to evolveh tO;Ilva.édS%dT!’]IS cu- .
and(32) are based, are both functions of the fluid speed. rious aspect, of a decreasing Nu as the fluid speed increases, is
From Fig. 9, the linear model, E32), yields a Nusselt number also captured well by the results from the second-order model, Eq.

that increases with the fluid spe@epresented by) and the heat (28): shown in Fig. 9. _

flux. This is a consequence of the increased fluid bulk-temperatyre=ven for fully developed flow assumption, the theory presented
estimated by this model as the fluid speed and/or the heat fI3&'® predicts a Ng dependgnt on the fluid speed still invariant in x.
increase. Remember that the predicted velocity distribution paral@WeVer, a real situation with undeveloped flow has local Nusselt
lels the temperature distribution. Therefore, the high fluid tenflumber varying inx. This fact makes the comparison between
perature adjacent to the heated surface has more significanc&ffF€ tWo Nusselt numbers less effective and cumbersome, as the
the computation of the bulk-temperature than the low temperatf@MParison in principle should be done for all fluid speeds con-

near the center of the channel. sidered. An instructive alternative is to consider a variant Nusselt
The Nusselt number predicted by the linear model, @), is "umPer, namely

higher than the Nusselt number predicted by the second-order 2HQ"

HDD model, Eq.(28). This is a direct consequence of the inclu- Ny =——— (37)

sion, by the second model, of the form-drag effect, which leads to K[ Toy— Tin]

a smaller fluid speed. Moreover, according to the profiles of Fig. d relating i h . N | ber th h
8, the temperature values predicted by the second-order H relating it to the previous Nusselt number throug
model are smaller than the values predicted by the linear model. 1

NuL:—.
1
4 Y
(Nu APry

(38)

y(m) i
=0 q" =0.01 MW/m*

005 | In Egs.(37) and(38), T,, is the surface averaged wall temperature
of the channely=LKCo(2H)? and Pg= u;nCp/Ke -

Equation(38), obtained by integrating E@16) in x, and relat-
ing the resulting channel-averagég to T;, via the first law, Eq.
(12), subsumes th&-dependency of Nu, therefore making the
comparison with results from developing flow configurations
straightforward.

The results plotted in Fig. 10 demonstrate that the theoretical
results are very accurate farsmaller than 0.3. Observe that Nu
is relatively insensitive to the inclusion of the form-drag effect
(linear or second-order HDDas opposed to what happens in the
pressure-drop versus fluid speed, Fig. 2. Moreover, the results of
Fig. 10 demonstrate that the fully developed assumption behind
the second-order HDD model affects the accuracy of the thermal
results much more than it affects the accuracy of the hydraulic

______ linear, Bq. (21) of [14]
————— second-order, Bq. (26)

21 22 23 24 25 reSUItS'
T O Summary and Conclusions
Fig. 8 Temperature profiles from second-order HDD theory A new theory for predicting the thermo-hydraulic effect on
and linear theory for Unax=9.84%X10"2mys, and g" fully-developed convection by a fluid with temperature-dependent
=0.01 MW/m? viscosity flowing through a porous medium channel is presented.
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6 ‘ B v = y-component, seepage macroscopic velocity, th s
Nuy, q' =001 MW/m’® o
O mum Greek Symbols

e o ) ¢ = porosity
7 = viscosity ratio, Eq(36)

econd-order

N = form- and viscous-drag ratio, E(35)
4 ¢ = dimensionless pressure-drop, E§5)
Subscripts
) b = bulk
e = effective
f = fluid
) r = reference
w = wall
in = inlet
1 . ; ; . ; ; | m = viscous
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
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An experimental investigation is made of the thermal interaction between a horizontal
isothermal cylinder centrally located in a water-cooled isothermal cubical enclosure. The
study is restricted to laminar flow and cylinder Rayleigh numbers of ordér Tbe

application of interest is the cooling of electronic systems. This field is currently lacking

M. Whelan in techniques that can measure the complex fluid phenomena encountered in real systems.
The paper therefore begins with an experimental review of interferometry to assess its
C. Forno applicability as a potential solution to this need. Based on this review, a real time Digital

Moiré Subtraction interferometer is used to measure temperature profiles, and local Nus-
selt number distributions in two regions of interest: the plume impingement on the ceiling
of the enclosure, and the upper corner region of the enclosure. A Mach-Zehnder interfer-
ometer is used for the cylinder Nusselt number distribution. Results are compared both
qualitatively and quantitatively with a numerical simulation run on a commercial CFD
package widely used for electronic system temperature predictions. The paper gives con-
siderable insight into the nature of the enclosure heat transfer and an indication of the
accuracy of a widely used predictive codeDOI: 10.1115/1.138946G7
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Introduction formed a holographic investigation into the influence of Rayleigh

The transfer of heat from heated bodies in an enclosed enviromlmb(.ar and geometry on the heat transfer from a horizontal cyl-
inder in a cubical enclosure.

ment is of considerable practical importance, particularly in the . g L - o
i . - . .~ Experimental difficulties arise in obtaining flow field informa-
field of electronics cooling. There have been numerous investiga- - X .
. . ) . fon when more complex three-dimensional systems are consid-
tions in the literature. Warrington and PoW] presented a Nus- red, leading to a dependence on numerical investigations. Some
selt number correlation for spheres, cylinders and cubes in g 9 P g :

isothermal cubical enclosure and review the literature to that dapgmencal investigations are not compared to experl_mental data,
. f ) o Uch as Lasand®], and Shaw et aJ2], presumably owing to the
They note the predominance of experimental investigations an

o S S . difficulties associated with experimentation. Those that do attempt
lack of applicability of numerical investigations. Numerical pre-

. . .. “a comparison very often compare parameters such as the overall
dictions have become more prevalent since the mid-eighti P y pare p

Shaw et a1(2)camed ou a numerical invesigaton o rech =SS! [UTHEE, o eherai f dhcete ocatons, which docs
convection from isolated thermal sources on an adiabatic surface y ' q

. ., meént for a measuring technique to provide data in complex free
located in a square enclosure. Ghadddrpresented a numerical 9 q P P

prediction for heat transfer from a cylinder in a large air-filleé:onve.Ctlon ﬂOW.S' . .
rectangular enclosure. Dalton and Davié$compared numerical Optical techniques coupled with developments in tomography

and experimental plume velocities and temperatures for a horiz pear to offer the best means of developing such a technique.

tal cylinder in an isothermal cubical enclosure. Keyhani and Dal- eir advantage is that non-intrusive full field information is ob-
ton [5] obtained good comparison between experimental and n ined, rather than at discrete points. The paper begins with a

merical data for the Nusselt number from horizontal rod bundl éitical revi_ew of in@erferometry to examine the suitabili_ty of i_n-
in a rectangular enclosure. Liu et B&] numerically examined the erferometric techniques for development as a three-dimensional

coupled conduction convection problem for a cylinder in an efneasurement method.

closure and determined the majority of the heat transfer to occur//0"king on the findings of the review, an optical investigation

through the bottom half of the cylinder. Purely experimental in® made into one of the simplest of geometries, the horizontal

vestigations also continued, such as Koizuimi and HosoKa#a iIsothermal cylinder in the center of an isothermal cubical enclo-
! sye. where the cylinder is sufficiently long for the flow to be

onsidered two dimensional. Attention is focused on three areas

horizontal isothermal cylinder in a cubical enclosure. They iderx; . ; . X oo
tify three flow regimes, steady, unsteady and oscillatory, depe%f_lnterest. the region about the cylinder, the plume impingement

dent on a cylinder to enclosure aspect ratio. Cesini lper- 9N the roof of the gnclosure, and tl_qe upper corner region of
y P fsdip the enclosure, to gain an understanding of the heat transfer pro-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF cess to the enclosure. Because the particular application of interest

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 311S the cooling of electronic (_:omponents, the CY“”def and _en'
2000; revision received March 8, 2001. Associate Editor: R. W. Douglass. closure length scales are typical of those found in such applica-
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tions. A CFD comparison is made using Flotherm which is a conmowever that many three-dimensional heat transfer problems do
mercial package widely used in electronic system temperaturet lend themselves readily to tomographic evaluation due to the
prediction. obstruction caused by solid heated elements.

The Michelson Interferometer. Developed in 1881, the
Michelson Interferometer has found application in the investiga-
Experimental Review of Interferometry tion of the structures of spectrum lines, the definition of the meter

As stated earlier, optical techniques offer a non-intrusive me ' sterms of light wavelengths, the testing of optical components,

of obtaining full field temperature measurements, are particuIarth(;en:gllresilgne:;'cr):oglc }A;?guz?e?r:r?hlés;\q%ﬁ;ggﬁfh;éﬁgszrtﬁersgi?'

useful in gaining an insight into the physics of the flow, and for ~ . y; | hy interf has f 3(; licati

comparison with CFD predictions. This review is restricted to tw! eriment. In recent years, the interferometer has found application
' In space, locating stars of similar size to the sun, and Jupiter sized

?A?;eeng:?nnee:ls?gﬁzsgrelT;ienntst,O%uot trge hvi\éoigc(l‘:w?wlijliege ?ﬁ;enﬂfdg %nets. Barton et a[11] recently developed a fibre optic Mich-
of this review is to e)>/<aminge the ag Ii}gabilit of ir?terfe.rometrr) fE))re on interferometer for measuring pressure and temperature.
pp y y I—i||9wever, there is little evidence in the literature of the Michelson

qualitative and quantitative measurement of temperature fIEIdSinterferometer being used for the measurement of free convection

enclosure free convection. Of particular interest is the ability tto{nperature fields, despite widespread use of the very similar
measure low gradient regions accurately, to have a large field I\ﬁach-Zehnder interferometer.

view, and to be able to measure in real-time. Oty noted Figure 1 shows a schematic of the setup used. Experimental

how en_clostL:re free canvsctiog IS piarticularI{i cEmpIex due tot }ails are given in the next section. A collimated coherent light
Itr(;t%ae%wtl,vahiitr\wNﬁg\r:et s?nacl)lutr;rr?p%r:t)llj enrasg;r; ditenisr.elgtll(i)snfhz)r(é?gsrgurce is passed through a beam-splitter which divides the beam
important that such regions can be studied without fringe erro Qo a reference and a measurement beam. Each beam is _reflected

. S i ck along the path travelled by mirrors, and then recombined at
Such errors occur when fringes due to optical inhomogenities g a beam-splitter and focused to a CCD camera connected to a PC
interpretated as being caused by the measurand. A large field (?d video recorder. The advantages of the Michelson interferom-
view is also important to provide a systems level perspectivi :

: g : . ter include its relatively straightforward alignment, and a mini-
Finally, it is desirable to have a real-time system so that unstea| . - ’ .
and transient flows, which are often encountered in enclosure f m of optical components, thereby reducing the cost. As with

X . other interferometer configurations, it is susceptible to vibration
convection, can be studied.

In the review, two interferometers are considered, the Micheff‘-nd must be mounted on an optical table. Such tables are com-

son and Mach-Zehnder, and three optical techniques are erpngrually available although satisfactory isolation can be obtained

e ) S ; .. using a heavy table mounted on tyres.

ployed: Infinite Fringe Mode, Digital Phase Stepping and DlgltaH . . . .

Moiré Subtraction. First a brief introduction to the operating prin- I_:lgure 2 shows anognterferogram_of the horizontal |soth_ermal
ciples of interferometry is provided. cylinder at Ra=7.1Xx10°, corresponding to a temperature differ-

An interferometer essentially comprises of a collimated coheghee of 11.5°C. The Michelson interferometer is twice as sensitive

ent light beam which is split into two or more beams and theg?an the similar Mach-Zehnder interferometer, which can be see

re-combined. Changes in the optical path length along a beam, rcompff‘”“g the numlper of fringes present in Figs. 2 and 5.
arm, result in the formation of an interference pattern in the r Igure 5 is taken at a higher temperature difference, but has less
combined beam. The change in optical path length can be relatef9¢s than Fig. 2. This is because the measurement beam, having

: o . S d through the test section, is reflected back along it, before
to numerous physical quantities. This investigation is concern gsse - . ' '
solely with temperature. gelng recombined with the reference beam. Although a good sen-

§' ivity is desirable for measurements involving small temperature
ifferences, a disadvantage of the double-pass nature is the poor
focus on either the fringes or the heated body. In Fig. 2 the cyl-

For a two dimensional system, the change in path length
related to the refractive index of the phase object via,

L inder is in poor focus. This is because the fringes are localized on
AP= . (N—ng)dz=NA\. (1)  the apparent position of intersection of the two mirrors, which
For the case where the change in refractive index is due to a
change in density of the phase object, as in free convection, th to PC
Gladstone-Dale equation,
CCD Camera -
n—ny=K(p— , 2
0 (P Po) ( ) Cylinder & Enclosure
relates the two. Integrating), and combining with(2) gives,
7N)\ ; i \. FieldLens
PN Po—ﬁ- 3) 2
The perfect gas law, Mirfor Collmating Lens
p=pRT, 4)
may be used to determine the fringe temperatures, provide
changes in density due to pressure are negligible to those due - Pinhole

temperature. This is a reasonable assumption for free convectio
and low Mach number forced flows. The above simple analysis
assumed that the refractive index did not vary inzkdirection. If

a variation is present in the-direction, the average of that change

is taken in the integration. The analysis can be extended to thre
dimensions by incorporating tomographic algorithms. This re-
quires a minimum of two beam traverses of the measuremen
volume at different angles, and consequently increases the level of
complexity of the interferometric arrangement. It should be noted Fig. 1 Schematic of the Michelson interometer

Mirror

et
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Fig. 2 Sample interferogram of a horizontal isothermal cylin-

der at Ra= 7.1X10°

Fig. 3 Refraction effects in the Michelson interferometer

CCD Camera
to PC

Mirror

Fig. 5 Mach-Zehnder interferogram of a horizontal cylinder at
Ra=1.04%x10*

differs from that of the cylinder. Thus it is not possible to focus on
the fringes and cylinder simultaneously. This is of particular con-
sequence in determining the fringe locations.

Another disadvantage of the Michelson interferometer arising
from the double-pass is its susceptibility to refraction, which oc-
curs when a light ray traveling along the length of the heated body
is deflected by the refractive index field. Figure 3 shows refraction
in a Michelson interferometer along a 20 mm diameter, 300 mm
long heated horizontal cylinder due to a temperature difference of
50°C. The reference beam of the interferometer has been blocked
off for clarity. The distance of the white band from the cylinder
surface indicates the extent to which the light passing alongside
the cylinder has been deflected. In this example, the deflection is
approximately 20 percent of the cylinder diameter. A consequence
of this is that the temperatures within this band cannot be mea-
sured, even though such temperatures are very often the objective
of the investigation in heat transfer applications.

The Mach-Zehnder Interferometer. The Mach-Zehnder in-
terferometer, developed independently by Mach and Zehnder in
1891, has found widespread application in the measurement of

Beamspilitter

Field Lens

Cylinder & Enclosure

Collimating Lens

Mirror

Fig. 4 Schematic of Mach-Zehnder interferometer
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free convection temperature fields, with a considerable body =
work amassed in the literature over the years. A review is n
carried out here due to space restrictions, but the interested ree
may wish to refer to Hauf and GriguJl12], Goldstein[13], or
Merzkirch [14].

Figure 4 shows a schematic of the interferometer configuratic
used. The main difference to Fig. 1 is that the measurement be
passes through the test section only once. It is considerably m
difficult to align than the Michelson, but it is possible to focus ol
the heated object and fringes simultaneously.

Figure 5 shows an interferogram of a horizontal cylinder ¢
Ra=1.04x10%, corresponding to a temperature difference c
18.9°C. The reduced sensitivity is apparent by the number
fringes compared to Fig. 2, again due to the measurement be
passing through the test region only once. This also renders '
Mach-Zehnder less sensitive than the Michelson to refraction ¢
fects. Note also the better focus on the fringes and cylinder.

Infinite Fringe Mode. Both interferometer configurations
were run in the infinite fringe mode, where the fringes correspor
directly to isotherms in the flow field. However, high quality anc
therefore expensive optical equipment is required to eliminale
fringe errors due to wave-front distortion as the light passes
through the optics of the interferometer. The lower left region of Fig. 6 Phase-stepped horizontal cylinder
Fig. 2 shows an example. The error is inversely proportional to

the number of fringes present. In regions of small temperaturegstein[13] superposed a disturbed interferogram over an
gradients, in which one or two fringes may be present, this ermgpgisturbed for a vertical flat plate in free convection. Yokozeki
can bg S|gn|f|cant_. The size of an }nterferometer operating in '_nghd Mihara[ 16] developed an almost real-time method employing
nite fringe mode is severely restricted by the cost of the opticgl standard video system. A novel aspect of the present work is
equipment which exhibit an exponential dependence on size. Th{gt a real-time digital Moiresubtraction technique, developed
interferometers with large fields of view are not economicallyy Forno and Whelafil 7], is applied to free convection tempera-
viable. ture measurement. This allows regions of small temperature gra-

Digital Phase Stepping. Digital phase stepping interferom- g;)et?ct: to be investigated without fringe errors due to poor quality

etry (DPSI), provides a means of obtaining full field information Figure 7(c)shows an example of the resulting Mopettern of
in the form of a coloured contour plot, and offers an excellerg It?me from a horizontal ¢ Iigderim ingin ongtheﬂ, er surface
means of comparing experimental data to CFD predictions. Ph Y binging PP

Stepping involves shifting an interferoaram over a number the cylinder enclosure, obtained by subtractilgy from (a).
ppINg INvolv Itting ' 9 v u he subtraction was performed in real-time using an Electronic

; . b _esﬁteckle Pattern InterferometffeSPI) software package and a
each pixel, and results in a contour plot of the phase distributioy, .h_zehnder interferometer arrangement. A disadvantage is that
which may be directly correlated to the temperature of the systefiere js a reduction in the quality of the fringes. The quality of the
Creath[15] provides a detailed discussion of the theory. fringes is a dependent on the number of fringes used to produce
In this investigation the phase stepping was performed Be Moire pattern. It is hoped to develop a system in which the
mounting one of the mirrors on a piezo-electric driver. The piez@ojre pattern fringes will be sufficiently fine as not to be discern-
driver was calibrated and controlled using a custom-built softwaygle to the eye, and thereby lead to fringes of similar quality to
package from the Joint Research Center, which also extracted #igse that can be obtained with Infinite Fringe Mode.
phase information from the process.

Figure 6 shows an example of the contour plot obtained frofaxperimentation

phase stepping a horizontal isothermal cylinder, at=R21  Having experimentally reviewed different interferometric tech-
X 10, with temperatures ranging from 26.11Blue) to 47.0°C niques, an optical investigation was carried out into the thermal
(red). The result is very poor, particularly in the region of thénteraction between an isothermal cylinder and its isothermal cu-
plume. This can be attributed to an oscillation of the plume, whidfical enclosure. Details of this investigation are now presented.
was observed to oscillate at approximately 1 Hz. The frequencyA 20 mm diameter 300 mm long aluminum cylinder was sus-
response of the phase stepping process is considerably less {iemded in the center of a 470 mm sided water cooled cubical
this, therefore the interferogram could not be phased stepped salfiminum enclosure. Optical access was gained by replacing two
ficiently fast. It took approximately five seconds in the presemsides of the enclosure with glass panels, as shown in Fig. 8. The
investigation to obtain the images based on a three step algoritraylinder was heated with two N&P 300 W 9.5 mm diameter 150
Thus to avail of DPSI, the measured field must be steady, or hawven long cartridge heaters. The cylinder and enclosure tempera-
oscillations with frequencies very much lower than the responéi&res were measured using welded tip T-type thermocouples, con-
of the stepping driver. nected to a Stanford Research Systems SR630 16 Channel Ther-
o o, ) o, mocouple Reader, with built-in electronic reference temperature.
Digital Moire Subtraction. A Moire pattern can be produced The thermocouples and reader were calibrated using a Lauda
in an interferometer by tilting one of the mirrors to give wedg@M6 Calibration Fluid Bath accurate to 0.07°C over-82°C to
fringes, and subtracting the undisturbed pattern from the disturbes2°C range.
pattern. Alternatively, the disturbed and undisturbed interfero- Attention focused on three areas of interest: the region about
grams may be superposed. The resulting Maiterferogram is the cylinder, the region of the plume impingement on the upper
free from fringe errors due to poor quality optics. This facilitatemterior surface of the enclosure, and the upper corner region of
the development of large cheap interferometers and allows regiaghe enclosure. On the basis of the preceding section, it was de-
of small temperature gradients to be studied. cided to employ a Mach-Zehnder interferometer in the Infinite
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Fig. 7 Obtaining a Moire " interferogram for a plume impinging on the upper
interior surface of an enclosure:  (a) disturbed pattern; (b) initial pattern; and
(c) plume impinging on upper surface of enclosure.

Fringe Mode to examine the region about the cylinder. For the A schematic of the interferometer is shown in Fig. 4. Light

corner and plume impingement regions a Mach-Zehnder intdfem a 60mW Helium-Neon laser was collimated and spatially
ferometer with Digital MoifeSubtraction was preferable becausiltered. The mirrors and beam-splitters were 51 mm in diameter.
of the small temperature gradients expected in these regiofg. prevent vibrations, all experimentation was carried out on a

- 470 ‘

470 N N

i
]
20 300 /
— Glass Windows for Optical Access

/

/

4

Fig. 8 Detail of geometry used in experimentation

1056 / Vol. 123, DECEMBER 2001

Newport MST series optical bench with Newport XL-A pneu-
matic isolation. A Pulnix CCD camera connected to a PC and
video recorder was used to acquire the interferograms. Custom
built software from the Joint Research Center was used to perform
the Digital Moire Subtraction in real time. The system was con-
sidered steady-state when the cylinder temperature varied by less
than 0.1°C within half an hour. Typically, this was of the order of
three hours. Unsteady flows were recorded on video and sampled
using Matrox Intellicam v 2.0.

Fringe locations were determined digitally using Adobe Photo-
shop v. 4.0. Fringe temperatures were calculated relative to a ref-
erence fringe, whose temperature was measured with a T-type
thermocouple calibrated to 0.1°C. Data was taken for four Ray-
leigh numbers, varied with the cylinder to enclosure temperature
difference. Air was used as the working fluid. Local Nusselt num-
ber measurements were made at 30 deg intervals about one side of
the cylinder, as the fringe pattern appeared symmetrical about a
vertical plane through the cylinder, subject to observed 10 deg
oscillations in the lateral displacement of the fringes at the upper
cylinder stagnation point. The local Nusselt number was derived
from the measured temperature distribution. Time averaged local
Nusselt numbers were also measured in the impingement and
corner regions.
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Table 1 Experimentally measured temperature boundary con- TTTTTT] T T T
ditions applied in each of the four numerical models 11 1 T [
Model Tey (°C) T, °C) Ra RERERRRILI| BN
| | | | 1
| Bl il __—
I 37.2 26.0 6.80x 10° BEES=ssss=se REERE T '
— R ! FEH R T
i 440 26.1 1.04x 10* : HERlEE
I 62.6 28.1 1.66 x 10° SS==c=t -]
= == 1
v 77.2 28.3 2.18x 10* = Esasiit =
: = = i : EEEe
- = i

Numerical Model

The model was created and solved using Flotherm version 2.1, [
from Flomerics. Flotherm employs a finite volume method, de-
scribed by Patankdri8] and Ferziger and Per{d9], which has
first order accurate upwinding for the convective terms, second |
order for the diffusive terms, and a transient integration of first |11 FEHHTHE
order. Because the solver uses a Cartesian co-ordinate system, it is .
not possible to create a curved surface in the model. Dalton aﬂd
Davies[4], who compared plume measurements from a horizont,vq];:)'0
isothermal cylinder to the corresponding Flotherm version 1.4
prediction, constructed their cylinder out of cubical elements
called cuboids, and prisms. Prisms require a heat transfer coeffi-

cient, which was unknown and therefore set to zero. This would

usually result in zero heat transfer and a trivial solution. HowevqugJgﬁczn?hogl;rfmcgg;ngf er'% ?gﬁ;wﬁgz‘iggrggggs Igrfjsr 'gégdae,] d
g.”d ceIIs_ Intersected the_ prism and were in contact with the |nt§b 076 ar,1d the frequency and amplitude of the oscillatio’n of the
rior cuboid surfaces, facilitating heat transfer. Flomef23] dis- ’ '

cuss this. Curved surfaces can be constructed in Flotherm Versﬁgmperature anat velocity component was monitored at a point

2.1, but must be adiabatic, and are therefore of little use for t I'cli'\lflva)fll bvst\\:vveer;nthg (IzlylcljnderBand tir;]e enc\:c;if#;ﬁ Cter']l'r;?ﬁ hvsical
present geometry. In the present work it was decided to construct € flow was modetliec as boussinesq, e thermophysica

the cylinder out of cuboids, with an area factor applied to xhe properties evaluated at the film temperature. Bgjedj cites the

andy directions. A close-up of the model of the cylinder is ShOWt:’lmiVFrsal (i]ra;shof numper;or trlansitit_)n afs Eging of or%@r IPe
in Figure 10, which illustrates the construction of the cylinder. 0@l Grashof number in the plume is of this order, therefore an

Grid cell aspect ratios were kept below twenty, as reconyinsteady laminar model was employed. Experimental observa-

mended by FlomericE21]. Four models were run with tempera-ﬂons of the temperature field in the region_ pf the plume impinge-

ture boundary conditions measured from the experimental invé@€nt on the ceiling of the enclosure verified that the flow was

tigation, shown in Table 1. unsteady, bu_t not turbulent in thls_reglon. The solution was run for
Figure 9 shows the grid arrangement used in the models. At\ﬁotransmnt time of 240 seconds in steps of 0.33 s, and data was

dimensional grid of 11,172 grid cells was used. The grid densijn® averaged over a twenty second period after this. Monitor
was increased in the region near the cylinder, the plume regid{Pints in the solution domain were used to verify that the flow was
eveloped by the 240 s. Times to convergence were typically eight

hours on a Pentium Il 350 MHz PC with 256 MB RAM operating
on a Windows NT platform.

Because Flotherm does not calculate local Nusselt numbers di-
rectly, these were calculated from the temperature field near the
surface of interest. The temperature profile is theoretically linear
near the wall, therefore the local Nusselt number can be deter-
mined from

M

10 Example of gridding about the cylinder. Shows the
id construction of the cylinder.

Nu (5

D (T—Te>,

N (Tcyl - Te) A

whereA is a small distance from the surface.

Results and Discussion

In this section, results of the optical and numerical investiga-
tions are presented, compared and discussed.

Figure 11 shows a comparison of the optical and numerical
isotherms about the cylinder. The agreement is excellent, except in
the lower left hand region of the interferogrames where a fringe
localisation error is present. This is because of a difference in the
optical path lengths travelled by the reference and measurement
beams, due to the quality of the optical components used in the
Fig. 9 Geometry and solver grid of numerical model investigation. The error is seen to diminish as the number of
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with data from the literature for the horizontal cylinder in an ex-
tensive atmosphere. The anglés measured from the lower cyl-
inder stagnation point. Because the plume was observed to oscil-
late and is laterally displaced in some of the interferogrames, the
profiles plotted a®= 180 deg were taken at the plume centreline.
For #=90 deg, very good agreement is obtained with the litera-
ture. However for6=180 deg, at the cylinder upper stagnation
point, there is considerable scatter. At=RR04x10%, the present
data deviates up to a maximum of 25 percent from the numerical
prediction of Kuehn and Goldstej@3], and up to 20 percent from
the numerical benchmark solution obtained by Saitoh eftodl].
Saitoh et al. suggest experimental error as an explanation for the
discrepancies in the plume region, but fail to offer any evidence to
support this claim. Kuehn and Goldstd®3] also took measure-
ments with a Mach-Zehnder interferometer, and attributed the dis-
crepancies in their data @&=180 deg to end effects.

Before continuing, it is worthwhile to consider the accuracy of
the present interferometric temperature measurements, which de-
pends on three parameters: the accuracy of the thermocouple used
to calibrate the reference fringe, the accuracy in the placement of
that thermocouple at the center of the fringe, and end effects. The
thermocouple was calibrated to within 0.1°C. At worst, it is placed
at the edge of the reference fringe, which would introduce an error
of 1/4 of a fringe shift. This corresponds to a temperature change
of 0.6°C. Therefore, at worst, the present data has an uncertainty
of 0.7°C. End effects are minimized through a large ratio of cyl-
inder length to diameter, but this increases the sensitivity of the
interferometer and thereby the number of fringes. To compromise
between both, the cylinder had a length to diameter aspect ratio of
15, compared to 5.7 for Kuehn and Goldstg8]. A check on the
accuracy of the measurements can be made by comparing the
surface temperature of the cylinder extrapolated from the mea-
sured temperature distribution to the values measured by the two
thermocouples located on the cylinder surface. Because refraction
effects begin to manifest at the two higher Rayleigh numbers in-
vestigated, evident from the blurring of the cylinder outline, it is
better to consider the two lower Rayleigh numbers where refrac-
tion effects were insignificant. For a Rayleigh number of 6.80
X 10%, an extrapolated surface temperature of 38.6°C was ob-
tained, compared to values of 38.6°C and 38.7°C measured by the
two thermocouples. For a Rayleigh number of XG4*, an ex-
trapolated surface temperature of 46.1°C was obtained, compared
to the thermocouple values of 46.2°C and 46.5°C. This agreement
also indicates that end effects were insignificant in the experiment.

The accuracy of the measurements is further supported by the
excellent agreement between the experimental and numerical iso-
therms. Therefore, the discrepancies in the data from the present
investigation in Fig. 12 cannot be explained through experimental
uncertainty. If the enclosure was influencing the results, the scatter
should also be present 690 deg, where the agreement is very
good. Given the scatter also evident in the literature, it is more
likely that the correlating parameters are invalid, owing to the
breakdown of boundary layer assumptions in the plume region.

Figure 13 shows the numerical local Nusselt number distribu-
tion over the cylinder and enclosure inner surface at four Rayleigh
Fig. 11 Comparison of optical and numerical isotherms: (a) numbers compared to t_he optical measurements tak(_an about the
Ra=6.80X 10% (b) Ra=1.04X10* and (c) Ra=1.66X10". cylinder, the plume impingment on the enclosure ceiling qnd an

upper corner of the enclosure. The agreement about the cylinder in
excellent, as would be expected from Fig. 11.

The local Nusselt number is greatest at the lower cylinder stag-
fringes increase. An asymmetry is discernible, particularly ination point, and gradually decays in magnitude along the cylin-
Fig. 11(c), which is attributed to the plume oscillation. As noteder surface. A rapid decrease occurs above an angle of 150 deg,
earlier, this unsteady nature of the plume prevented Digitedeasured from the lower stagnation point, where the two symmet-
Phase Stepping. Data is not presented for a Grashof numberiofboundary layers merge to form the plume. Thus most of the
2.18x10% owing to the large number of fringes present in théeat from the cylinder passes through the lower half of the cylin-
interferogram which makes visual comparison difficult. der and is convected upwards into the plume. The decrease in the

Figure 12 shows a comparison of the dimensionless tempelaeal cylinder Nusselt number in the plume region is caused by
ture profile, measured from the interferograms shown in Fig. 1the insulation provided by the separation of the boundary layers to

1058 / Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.2 : “ : : : o Ra=6.80E+03
l | | I | a Ra=1.04 E+04
o Ra=1.66 E+04
o Ra=2.18 E+04

Kuehn & Goldstein [23]
--------- Saitoh et al [24]
x  Kuehn & Goldstein [23]
x  Ra=3.0 E+05 Jodlbauer [27]
¢ Ra=7.20 E+05 Jodibauer [27)
e  Ra=4.80 E+04 Jodibauer [27]
=  Ra=1.80 E+04 Didion & Oh [28]
&  Ra=2.20 E+05 Havener & Radely [29]

R* — LRaOZS
D
o T-T
R* Ty T,

Fig. 12 Comparison of non-dimensional temperature distribution with the literature

form the plume in that region. The large thickness of the boundapprted by the excellent agreement between experiment and pre-
layer in the plume region offers the most likely explanation for thdiction in the corner region, where the flow can be regarded as
scatter present &=180 deg in Fig. 12. two dimensional.

Having been convected into the plume, most of the heat from The corner region is essentially stagnant with little heat transfer
the cylinder is transferred to the enclosure in region of the pluntaking place. Immediately below the corner region, where the flow
impingement on the ceiling, with a peak in the heat transfer coeattaches, there is a peak in the Nusselt number, of similar mag-
efficient at the stagnation point on the ceiling. The remaining heaitude as the Nuselt number obtained six cylinder diameters from
is removed through the cooling of the fluid as it moves alonthe impingment centreline, followed by a gradual reduction as the
the enclosure ceiling, with a minor peak in the heat transféiuid is cooled whilst it flows down the enclosure side wall. The
where the remaining momentum of the fluid is lost in anothgreak indicates that the fluid has not fully lost its momentum by the
region of impingement immediately below the upper corners ¢ifne it has moved along the enclosure ceiling. No fringes were
the enclosure. present in the corner region for the two lower Rayleigh numbers,

The Nusselt number distribution along the upper interior encléndicating that the fluid had sufficiently cooled beforehand. Dalton
sure surface exhibits a bell shaped profile, similar to the profile f26] provides a detailed discussion of the recirculation in an
a jet impinging on a flat plate for large nozzle to plate spacingsothermal and non-isothermal enclosure, and describes how
described by Incropera and De Wi5]. The numerical profiles the fluid, when not sufficiently cooled at the top of the enclosure,
are symmetric about the enclosure center-line. However, the mealls into a vortex which mixes the air and cools it, leading to a
sured plume impingement is displaced slightly to the left of theecirculation.
center-line. Dalton and Davidd] showed that the plume is sen- The heat transfer at system level can be described as a combi-
sitive to its geometric position within the enclosure. Changing theation of forced and natural convection. Although the heat transfer
lateral and vertical displacement of the cylinder by 1 percent rabout the cylinder is free convection, the impingement region is in
sulted in changes in the temperature and lateral displacementfafted convection. Because the momentum of the fluid is largely
the plume. In the present experiment, the cylinder was centredlést by the ceiling corner, the downward flow over the enclosure
within 1 mm of the enclosure centreline. The cylinder was centreall is induced by free convection. Describing the heat transfer at
exactly in the numerical model, hence the zero lateral displacgylinder and enclosure level as mixed convection highlights the
ment of the peak impingement Nusselt number. complexity of enclosed free convection flow.

For Rayleigh numbers of 6.8010° and 1.04X10%, good A heat balance shows that the ratio of the mean cylinder and
agreement is obtained with numerical and optical results. Hownclosure Nusselt numbers equals the ratio of the enclosure to
ever, at the two higher Rayleigh numbers, the agreement is notaydinder thermal areas. That is,
good. The peak Nusselt number is 15 percent and 20 percent
lower than the numerical prediction for each of the Rayleigh num- NUeyi A 6
bers of 1.66X10* and 2.18X1.0* respectively. The increasing dis- Nu,  Agy’ ®)
crepancy with increasing Rayleigh number is attributed to the
three dimensional nature of the plume impinging on the enclosumdere the Nusselt numbers are averaged over the entire surface
ceiling. Thez-component in the impingement area would result iarea. Equation 6 is proposed as a check for numerical predictions.
a lower integrated average temperature, as measured by an infer Ra=1.04x10*, values of 22.4 and 22.9 are obtained for the
ferometer, and thus lead to a lower measured local Nusselt nuleft and right hand sides of Eq. 6 respectively, or a difference of 2
ber. Thez-component would diminish in the-direction as the percent. The method is perfectly general. For instance, to find the
flow moves along the the ceiling of the enclosure. This is supaean internal Nusselt number for a room, heated by a free con-
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Fig. 13 Measured and predicted Nusselt number distribution at four different Rayleigh numbers, over
the cylinder, shown as a polar plot, and over the inner surface of the enclosure, shown as a linear plot

vection heater, it is only necessary to know the mean Nuss@bnclusions

number of the heater, which is usually well known, and the area

ratio of the heater to the internal walls and ceiling. The case de-. Although the Michelson interferometer is twice as sensitive

rived is for isothermal surfaces. o _ ~as the corresponding Mach-Zehnder arrangement, problems with
Consider a system similar to that shown in Fig. 13, but in Wh'%cusing cause it to be less useful than the Mach-Zehnder.

the enclosure does influence the cylinder Nusselt number. On thg o2 time Digital Moife Subtraction has been success-

basis of the local Nusselt distribution presented in Fig. 13, 'tII aoplied to the measurement of unsteady enclosure free
would seem worthwhile recommending to replace the sharp c £y app y

ner of the ceiling and side-wall with a fillet radius. This wouldcOnVvection. _
reduce the loss in momentum in the corner. At sufficiently high * Comparison between the numerical and measured tempera-
temperatures, the fluid may still possess momentum by the timdute field about the isothermal horizontal cylinder is excellent.
reaches the cylinder. The cylinder heat transfer would then be by Discrepancies in the peak numerical and optical Nusselt num-
mixed convection, and enhanced. bers in the plume impingement region is attributed to the three
For the measurements presented in this paper, the bound@iiensional nature of the flow.
conditions were well defined and readily measured. Consequently, Scaling based on B&° breaks down in the region where the
Flotherm was able to accurately predict the temperature .f'eldsflﬁw separates from the cylinder surface to form the plume.
the enclosure. The largest discrepancies arose in the region of the Enclosures with sharp corners create stagnant regions in the
plume impingement on the ceiling of the enclosure, where three . p cor 9 9
dimensional effects were present, but had been modelled as and result in a decrease in the enclosure Nusselt number.
dimensional. Although a more expeditious solution could prob- * A Simple ratio of areas can be used to calculate the mean
ably have been obtained through a steady turbulent simulation, fdgsselt number for any shaped enclosure with a heated body lo-
ambiguities introduced by attempting to define the turbulent visated inside it, knowing the mean Nusselt number of the heated
cosity are eliminated in the unsteady laminar approach. object, provided the surfaces are isothermal.
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Nomenclature

area, m

cylinder diameter, m
Gladstone-Dale constant,31‘hg
length, m

fringe number

gas constant, J/kg K
temperature, °C

specific heat capacity, J/kgK
gravitational acceleration, nf/s
heat transfer coefficient, WAK
conductivity, W/mK

refractive index

pressure, N/

radial distance from cylinder, m
Cartesian coordinates
volume coefficient of expansion, ¥
distance, m

change in phase angle

angle, deg

dynamic viscosity, Ns/f
wavelength, m

density, kg/m

Subscripts

cyl
e =

O 4 Z-rx0>
I

N =-T 35 X Qo

x
<

>
RN N = o)

cylinder
enclosure

Dimensionless Parameters

Nu = hD/K; Gr=p?gpB(Teyi— Te)D% u? Pr=puc,/k;
Ra = GrPr;x*=x/D; y*=y/D; R* =rR&?¥D
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Interaction Effects Between
Surface Radiation and Turbulent
""'*'S*""V Natural Convection in Square

messniceononieas | and Rectangular Enclosures

The interaction effects of surface radiation with turbulent natural convection of a trans-

T. Sundararajan parent medium in rectangular enclosures have been numerically analyzed, covering a
Professor, wide range of Rayleigh number from®1@ 10'? and aspect ratio from 1 to 200. The

Department of Mechanical Engineering, vertical walls of the enclosure are isothermal and maintained at different temperatures.

Indian Institute of Technology, The adiabatic top and bottom walls of the enclosure have been modelled for the limiting

Madras-600 036, India cases of negligible or perfect conduction along their lengths. The interaction with surface

radiation results in larger velocity magnitudes and turbulence levels in the vertical as well
as horizontal boundary layers, leading to an increase in the convective heat transfer by

K. N. Seetharamu ~25 percent. Due to the asymmetrical coupling of radiation, the augmentation of con-
Professor, vective Nusselt number of the cold wall is larger than that of the hot wall. In tall enclo-

School of Mechanical Engineering, sures, the convective Nusselt number exhibits three distinct regimes with respect to aspect
Universiti Sains Malaysia, ratio, viz. the slow growth regime, the accelerated growth regime and the invariant (or

(KCP) 31750 Tronoh, Malaysia saturated) regime. The augmentation of convective Nusselt number for perfectly conduct-

ing horizontal walls is found to be of similar nature to that in the case with radiation
interaction. [DOI: 10.1115/1.1409259

Keywords: Conjugate, Enclosure Flows, Heat Transfer, Natural Convection, Radiation,
Turbulence

1 Introduction have been presented by Ostrddh and Hoogendoorf5]. Many
ﬁperimental and numerical analyses have been carried out to un-
rstand turbulent natural convection in enclosures also. Some of
rooms, solar collectors, cooling of electronic equipment, cooli e experimental studies on turb_ulent natu_ral convection are that
of various sub-systems of a nuclear reactor etc. The problem §fE/Sherbiny et al[6], Cheesewright and Zig¥], Cheesewright
laminar natural convection in a square enclosure has been ext@h@l- [8], Olson et al[9] and Shewen et al.10] for air filled
sively studied in literature for various boundary conditions. Bencnclosures, and Ozoe et &11] and Giel and Schmidf12] for
mark numerical solutions for natural convection in a square eWater filled enclosures. The measured data for moderate aspect
closure with two isothermal and two adiabatic walls have bed@tio enclosures indicate distinct boundary layers on the vertical
obtained by de Vahl Davis and Jondg. While these benchmark walls, which are significantly different from those on isolated
solutions have helped numerical analysts in validating their codé¥ates, and a uniform vertical temperature gradient in the core
there were discrepancies between the benchmark solutions #difl. In the turbulent regime, the Nusselt number is found to
experimental measurements, with the measured values of Nusiltease with aspect ratio, while the contrary is seen in the laminar
number being lesésee[2,3]). The reason for such discrepanciesegime. Some of the important numerical studies on turbulent
has been traced to the presence of surface radiation in transpanetural convection are that of Ozoe et[dll], Giel and Schmidt
media such as air. Moreover, it is very difficult to achieve adid412], Markatos and Pericleo(i$3], Fusegi and Faroyld4], Hen-
batic conditions on the top and bottom walls in an experimerikes[15], Henkes and Hoogendoofh6], Gan[17] and Xu et al.
when the fluid medium in the enclosure is a gas. Even for neqt8]. These numerical studies demonstrate the capabilities of vari-
ideal conditions of insulation, heat conduction within the adiabatsus turbulence models to predict turbulent natural convective flow
walls alters the flow and temperature fields in the fluid and hengeenclosures.
the net heat transfer rate. Also the adiabatic walls contribute to themost of the above referred literature pertains to turbulent natu-
net heat transfer, by absorbing radiative heat from the hot wall angl convection without radiation interaction. However, in many
supplying it to the fluid convectively. In practical applications, th@ractical situations, the temperature levels of the enclosure walls
_sizes of the enclosures are large so tha_t _the natural convective fl high enough for the radiative heat transfer to be significant.
is turbulent and the temperature conditions are such that the &yitace to surface radiation through a transparent medium modi-
diative heat transfer is significant. In this paper, we presentsas the temperature distribution of the adiabatic top and bottom
comprehensive model for conjugate analysis, which includes healyis \yhich in turn, affect the stratification in the enclosure and
conduction through the enclosure walls, surface radiation interggs, .o the convective heat transfer. Hence, the objectives of the
tion between them and turbulent natural convection in the tra’ﬁ'esent study aré) to find the influence of surface radiation on

pairzexréte“glrtlit rrrtla?/(ij;\jvrz.of laminar natural convection in enclosur tgrbulent natural convection of a transparent medium in differen-
%ally heated square and tall vertical enclosures, @hndo system-
) o o atically analyze the effects of emissivity, mean temperature and
Contributed by the Heat Transfer Division for publication in th®URNAL OF t t diff th fi d radiati N It
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 10, 2000t€Mperature diirerence on the convectuve and radiative Nusse

revision received April 10, 2001. Associate Editor: R. D. Skocypec. numbers of the hot and cold walls.

Natural convection in rectangular enclosures is encountered
many engineering applications such as heating and cooling
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2 Mathematical Formulation d d d mi) ok @ PN
: : - - — (puk)+ —(pvk)= — || p+ —|— |+ — || p+ —|—
Consider a two dimensional vertical rectangular enclosure ofx ay X o) IX|  dy o) Iy
heightH and widthW as shown in Fig. 1. The left wall is heated
and the right wall is cooled, while the outer surfaces of the top and +PytGy—e ®)
bottom walls are maintained adiabatic. The inner surfaces of thes 9 P \

. . . L . e\ de J Mt | de
walls participate in heat transfer via conduction in the lengthwise— (pug)+ — (pve)= — (/.L+ —)— —[(M+ —)—
direction, surface absorption/emission of radiation and naturaiX Iy X o) x| Yy T,/ dy
convective heat exchange with the fluid medium. The turbulent e
flow in the enclosure is described by the time averaged Reynolds +[C.1(P+C.3G) —C.¢e] T (6)

equations with Boussinesq approximation for buoyancy. To pre-
dict the turbulent stresses and fluxes, the stan#tatdmodel is \yhere
adopted due to its simplicity and successful application in similar

problems[5]. The Reynolds-averagdd-S equations along with P2 au 2+2 dv 2+ au  gv\?
the equations fok ande in Cartesian coordinates are given by K=K 2l x ay ay  ox
J J aT k2
(P 2 (p0) = g s mec, P
ax(pu)+ay(p”) 0 ) Gy= UTgB Gy Mermmtu =Gy

J 9 _p 9 ) Ju
5(pUU)+E(pUU)——5+5 Mreft o
N d (au N v 5
ay | #ef 7y ok 2
K] K] B ap+ d v N Ju
5(puv)+3—y(pvv)——5 ax | #ef ax T oy
J 2 i T-T 3
+5 Sy +pB9(T—T,) (3)
J CT+¢9 CpT)= K8T+8K8T
Zx (PUCPT) @(PU PT)= o | Ketrgy ay | Koy
4)
N W >
Adiabatic
YILE AL IIIIIII VNI IIIII IS -
y,v l
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H
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Fig. 1 Schematic of the enclosure and heat balance for an
elemental wall segment
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and K=K+ 'LL;—Tp
As recommended by Markatos and Periclepl3], the various
constants pertaining to the turbulence model have been selected as
C,=0.09, C.;=1.44, C.,=1.92, 0:=1.0, 54,=1.0, and o,
=1.3. In literature, there is no consensus on the right choice of
C.3 and following Henke$15], it is taken as tanb(u). No wall
functions are used and sufficiently fine grids are employed in the
inner layer to enable integration up to the wdlls]. Equations
(1)—(6) are subject to the following boundary conditions=0,
v=0, k=0, ande = (for the numerical implementation, it has
been set as £ on all the walls. The left and right walls are
isothermal atT, and T., respectively, while the temperature
variation along the adiabatic top and bottom walls can be deter-
mined including the effects of surface radiation, convection and
conduction in the lengthwise direction. Here, assuming the walls
to be sufficiently thin, the temperature variation in the thickness
direction is neglected. The generalized energy balance equation
over an elemental wall segment having diffuse gray surfaces,
shown in Fig. 1, can be expressed as
Ty, .

Kwtwﬁ+Q1+QZ+8161+8262=(81+82)0'Tw1 (7
whereK,, , t,,, andT,, are the thermal conductivity, thickness and
temperature of the walk is the length measured along walljs
the hemispherical emissivity of wall surfadg,is the irradiation
falling on wall surface and subscripts 1 and 2 refer to conditions
on external and internal surfaces of the wall. Convective heat flux,
g4, is evaluated from ambient fluid temperature, heat transfer co-
efficient, andT,,. For a wall which is made adiabatic externally,
we can set];=¢&,=0. Convective heat fluxg,, is evaluated from
g,=K(T—T,)/An, whereK andT are thermal conductivity and
local temperature of fluid in the enclosure afd is the normal
distance of the first fluid node from wall surface. The irradiation is
related to radiosity(B), through the relation

Bi=eioTpi+(1-&)G;, ®)

where subscript is the index of the elemental segments forming
the enclosure. Substituting fa® in terms of B and using the
inverse relationship, we get

N N
Gizz BJFI—J andz
j=1 j=1

where,F;_; is the shape factor from segmerib segmenyj, &;; is

the Kronecker delta antl is the total number of radiating seg-
ments. Equatiori7) forms a set of tridiagonal algebraic equations
on discretisation, for the nodal temperatures of each wall, which
need to be solved in conjunction with the E§8) and (9). It is
also connected to Eg&l)—(6) through the wall temperaturds, .

Si—(1—e)Fi_:
A g = o TE, (9)
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Thus, the interfacial requirements are the continuity of tempera- (a)

ture and heat flux between adjacent media. Equaiibps6) are 0.15 T

numerically solved by the SIMPLE algorithm on a staggered grid Present

[19]. Fine grids are considered within the boundary layers where o Experiment [20], Hot wall
the flow and temperature variations are sharp and relatively coarse & Experiment [20], Cold wall
grids are found sufficient in the core region. The grid close to the ol s Reference solution [16]

isothermal walls is stretched by tanh function in the horizontal
direction and the grid adjacent to the adiabatic walls is stretched
in the vertical direction by a sine functiofl5]. The smallest
non-dimensional grid size used close to the wall varies from
~5x10"° (for 42x42 grid)to 3x 10 ® (for 62x62 grid).

3 Validation

For the purpose of validation, the problem of turbulent natural
convection of air without radiation interaction in a square enclo-

sure has been solved for Rayleigh number valuégd @0'?. This 00 0'15 1

problem has been analyzed numerically by Markatos and Pericle-
ous[13] and Henkeg15]. Table 1 compares the present predic-

Dimensionless height, y/H

tions of average Nusselt number with these published results. Also (b)
presented in the same table are the results obtained from the ex- 0.2 T
perimental correlation proposed by Elsherbiny e{@], based on o Present

large aspect ratio enclosures in air for Rayleigh numbers up to o Experiment [8], Hot wall

10'. It is seen that the present predictions are closer to the data ¢ Experiment [8], Cold wall

based on experimental correlation than the other numerical re- | *X. 777 Reference solution [16]

sults. The maximum deviation between the present predictions 0.1

and the experimental correlation is abat@ percent. Betweenthe 5~

two reported numerical results, the present one compares betters

with that of Henke$15]with a maximum deviatioriat high Ray- o8

leigh number)of <10 percent. A plausible reason for the above

trend could be that Markatos and Pericle¢li8] used wall func-

tions, whereas in the predictions of the present work and that of

Henkeg 15] no wall function is used. The present predictions are

consistently lower than those of HenKd$ ], probably due to the

fact that the value ofrr employed in the present analysisis 1.0as g | ]

against the value of 0.9 used by Henk&5§]. 0 0.05 0.1
As another validation, the problem of turbulent natural convec- Dimensionless horizontal distance, x/H

tion of air in an enclosure with aspect ratidR) of 5 at a height

based Rayleigh numbéRa) of 5.32x10' is analyzed. King20] Fig. 2 Comparison of present solutions with reference solu-

and Cheesewright et dl8] have provided experimental data fortion and experimental data for Ra  =5.32X10'", Ra,,=4.26X10°,

this prob|em whereas Henkes and Hoogendc[dj@]] have pro- and AR=5; (a) Nusselt number, and (b) mid-height vertical

vided a reference solution fé&xR =1, using the numerical results velocity.

of 10 groups of researchers. The local distribution of Nusselt num-

ber and mid-height values of vertical velocity are compared in _ o . ) .

Figs. 2(a-b) for AR=5, with the experimental datf20]. The Figure 3 compares the dlstrlb_utlon 0fm|d-W|dth air temperature

present value of Nusselt number compares reasonably with fRéAR=6 and Ra=7.12x10', with experimental data of Re{f]

reference solutiofi16] as well as with the hot wall experimental@nd the reference solution. The present results compare reasonably

data[20]. But the experimental cold wall Nusselt number is lowedith the experimental data, as much as the reference solution

than the numerical values as well as the measured hot wall dat@es. The experimental data do not exhibit the diagonal symmetry

plausible reason for this deviation could be the heat loss encogi¢manded by boundary conditions. In order to verify whether heat

tered in the experiment through the top w@ke,[16]). The mid- 10ss is the reason for the discrepancy between the theory and

height vertical velocity within the boundary layer is in very good

agreement with the reference solutifit6] and the experimental ) ] ]

data[8]. Similarly, the present results of friction factag{) and Table 2 Comparison of present solution with reference solu-

turbulent shear stressi{(v’) for AR=1 are also found to com- fion and experiments for Ra  =5.32X10

pare well with the reference solutiddi6] and experimental data Present Refereiice | Experimentil. | Bxpeiimental
[20’8], as shown in Table 2. solution for | numerical | results [8,20] for | results [22]
Quantity AR=1 solution [16] AR=5 for flat plate
forAR=1
. Average Nuy 237.94 256 154-210 173
Table 1 Comparison of average Nusselt numbers for turbulent
natural convective flow without radiation for square enclosures Nugaty=H2 249.57 261 133-241 173
Ra Present | isherbiny etal. 6] Markatos and Henkes [15] Craty=HI2 234.76 237 160-189 180
Nup=0.062xRa"® Pericleous [13] (Numerical)
. 173
(Experiment) N“{; o.osglee;z Vinas / Vs at y = HI2 0.1698 0.167 0.144-0.190 0.176
umerical
10° 57.97 62 74.96 58.51 X/H 0T Ve 0.00291 0.00323 0.0026-0.0045
10
10 130.14 13357 15989 1373 (HIAT)(OT / 9y) at the 0.530 0.539 0.48 0.
10" 29633 287.78 341.05 32096 centiciof the enclosure
101 675.75 620 72747 744.68 (u'v’ Ymad Vi at y=H/2 0.0006768 0.000771 0.00044-0.0008 0.000517
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s o 9
£ [o )} oo
| | T

Dimensionless height, y/H
@
(3]
T

---- Present (No heat loss) .
o Experiment [7]

Present (Heat loss = 11%) |

*  Reference solution [16]

| ! I 1 |

1
0 0.2

I 1
0.4 0.6 0.8 1

Dimensionless fluid temperature at mid-width

Fig. 3 Predicted fluid temperature variation at mid-width in an

enclosure of AR=6 for Ra=7.12X10%: comparison with ex-

perimental data and reference solution.

experiment[7], the flow in enclosure oAR=6 was simulated

found to be as good as the comparison presented in Fig. 4. Hence,
for almost all the results to be discussed furtfexcept in the case

of very tall enclosures the grid pattern of 4242 has been
adopted. As shown in Fig. 4, for tall enclosuresy, AR =20),

the number of grids in the vertical direction needs to be increased
to at least 82 for accurate solution.

The error in the present numerical analysis consists of two parts
viz. (i) discretisation error due to the finite mesh size employed,
and (i) uncertainty in thek-¢ turbulence model employed for
predicting turbulent natural convection flow. A quantity of engi-
neering interest is the Nusselt number ¢(Nthat is a derived
quantity. The average values of Noredicted on two non-uniform
grid patterns 42X42 and 62X62 having the smallest non-
dimensional grid sizes as 4.%40 % and 2.94X10"° are 326 and
331, respectively. Extrapolating from these, the value of Nar
a grid size of zero is 339. Hence, the error due to discretisation is
—3.8 percent. On comparing the present predictions aof \With
that obtained from the correlation of Elsherbiny et[#], the
value of Ny has an error of-6.5 percent at the smallest Rayleigh
number of 18 and +9 percent at the largest Rayleigh number of
10*. When the hot wall Npis compared with the experiments of
King [20], the numerically predicted Nthas an error of+13
percent. Hence, the error introduced by turbulence modeling could
be taken ast13 percent to—6.5 percent.

considering heat Ioss.through the top wall. T_he wall was taken §s Results and Discussion

being made up of stainless steel of 5 mm thickness. The external .

surface of top wall was exposed to an ambient at 298 K with The study has been carried out over the range of parameters,
various values of heat transfer coefficient, while the external siRa=10"-10", £=0-0.9,T,=223-423 K,AT=10-250K, and
face of bottom wall was taken as adiabatic. It can be seen in FRyR =1-200, with air as the fluid. For the top and bottom walls,
3, that as the top wall heat loss is increased up-1d percent of the limiting values of negligible conductioftNCW) and perfect

the heat transfer from the hot wall, the numerical data mové&€§nduction (PCW) along the wall have been considered. For
closer to the measured values.

4 Grid Sensitivity

ployed, the case of turbulent natural convection of air in a squ
enclosure at RaZ0' with emissivity of the surfaces equal to 0.
was analyzed with two different grid patterns viz.>422 and
62X62. The smallest step size in the latter grid is almost half
that in the former. The distribution of local Nusselt number on the

and Uncertainty Analyses

NCW, thickness and conductivity of the walls are taken to be
10 © units while for PCW, these values are taken to be 1 arffd 10
units respectively. When conduction along the top and bottom
walls is quite strong, a linear temperature profile results in them if
lfﬂ'ey are in contact with the isothermal vertical walls, as seen from

BE%. (7). Solutions are obtained by considering convection-

radiation coupling as well as by neglecting this coupling. In the
latter case, convective and radiative heat transfers are estimated
tally independent of each other.

hot wall is compared in Fig. 4, for both the grid patterns. Itis seen5.1  Flow and Heat Transfer Features for Square Enclo-
that the results of both the grids are quite close, with a maximuggires. The flow distributions in the enclosure for emissivity val-
deviation in the average value 6fL percent. Similar comparisonsyes of 0 and 0.9 are shown in Figs. 5@d 5(b), respectively.

of mid-height vertical velocity and temperature, and mid-widtlrhe corresponding temperature distributions are shown in Figs.
horizontal velocity and temperature were also carried out ar@@a) and 6(b). As seen in Fig. 5(a), for pure natural convection

00—
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T | T I T I T

62x62 Grid

— — — 42x42 Grid
--------- 42x122 Grid

— -—-— 42x82 Grid
————— 42x42 Grid .
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: ==
E300 7T T
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E )
Z 2001~ 7
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§ N
= 100 AN\G
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0 1 I 1 I 3 l i | 1
0 0.2 0.4 0.6 0.8 1

Dimensionless height, y/H

Fig. 4 Effect of grid size on hot wall Nusselt number in square

and tall enclosures for

AT=50K, T,=323K, and £=0.9

Journal of Heat Transfer

(£=0), distinct thin vertical boundary layers are formed adjacent
to the isothermal walls. These boundary layers grow in a manner
similar to natural convection boundary layer over a vertical plate
kept in an infinite ambient. There is a strong thermal stratification
in the enclosure with a non-dimensional temperature difference of
the order of 0.7 between the top and bottom wélig. 6(a)). The

hot wall boundary layer is observed to grow monotonically up to
~3/4th height and thin down as the height increases further.
Above the mid-height, some downward flow is seen outside the
hot wall boundary laye(Fig. 5(a)). It appears that the fast moving
hot boundary layer flow lifts up a part of the cold core fluid by
viscous shear. The lifted core fluid experiences adverse buoyancy
as it travels upwards due to stable stratification prevailing in the
enclosure and eventually descends as a reverse flow. Similar ob-
servations hold for cold wall boundary layer also. Thus, stable
stratification tends to retard convective circulation in the enclo-
sure. It is worth mentioning here about the experiments of Fu and
Ostrach[21], in which the authors found that by heating the top
wall and cooling the bottom wall, convection could be suppressed
to a considerable extent. From Figgbband 6(b), it is clear that
radiation modifies the flow and temperature fields substantially.
The core of the enclosure is nearly stagnant and the natural con-
vective flow is channalised close to the bounding walls, forming
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(b) Fig. 6 (a) Temperature field in a square enclosure during pure
natural convection, [(T—T/)/AT], (Ra=10%, £=0); (b) tem-

field in a square enclosure during natural

[(T-T)/AT], (Ra=10%,

— L GOK-01

Fig. 5 (a) Velocity field in a square enclosure during pure perature
natural convection (in m/s), (Ra=10*, £=0); (b) velocity field in convection—radiation interaction,
a square enclosure during natural convection—radiation inter- £=0.9, T,=323K, AT=50K).
action (in m/s), (Ra=10%, £=0.9, T,=323K, AT=50K).

distinct vertical as well as horizontal boundary layers. The magsan 104 m2/< near the adiabatic walls and in the core portion of
nitude of circulation velocity is larger compared to that of thene fuid. In contrast, for the case 0.9, k is of the order of
non-radiative case. A glance at the temperature contours SUg98S? 2/ <2 for the whole length of the hot and cold walls and it is
that there is unstable stratification close to the top and bottomth £10% m2/< in the boundary | f the adiabai
walls (i.e., hot fluid below cold fluigl Within the core there is n ”e r?ngeT(; m di In the. c(j)'un ar);] ayer?)ol ea flra atic
stable stratification but_ it is milder than that ir_l non-radiative erﬁ-{a iSfigasnc;'in Iiemsifegrfor:cetlsoglf)slg tlc():at‘;ee th(?tt;ﬁ[j goﬁgcﬁaﬁsigﬁsthaere
closure. Because of this, the reverse flows adjacent to the hot -radiative case while they are significant in the entire bound-
cold wall boundary layers are absent. ary layer regions of all the four walls when radiation interaction
For the non-radiative cage=0) at a Rayleigh number of )  occurs. For e=0, the value of Kmax at mid-height, non-
the maximum predicted value of turbulent kinetic energy) is dimensionalized with respect to the maximum vertical velocity at
of the order of 102 m?/s* and this occurs in regions close to thethe same height was found to be 0.204 in the present calculation
upper part of the hot wall and lower part of the cold wall. In factand it matches almost exactly with the value of 0.211 reported by
except in small pockets close to these walls, the valueisfless Henked15]. The experimental value of Tsuji and Nag&@a] for
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of flow is also included. For the case of pure convection, it is seen
that the convective Nusselt number ({(Nulecreases from a very
large value at the bottom of the wall to a minimum at around
y/H=0.08, and then registers a mild increase with distance. The
value of Rg at this point is~5Xx 10" which matches closely with
the Rayleigh number for laminar to turbulent flow transition, pre-
dicted by Henke$15] for a square enclosure. Beyond the transi-
tion zone, Nusselt number decreases gradually with distance, due
to the growth of the turbulent boundary layer. With radiation in-
teraction, the convective Nusselt number (Nar Nu) is more
than the pure convective value in general, due to higher flow
velocity magnitudes and turbulence levels. This is contrary to the
trend seen in the case of laminar natural convecf@3]. As
regards the radiative Nusselt number distributions, it is observed
that the pure radiation profile is symmetric about mid-height as
demanded by the boundary conditions. With interaction, however,
the radiative Nusselt number of the hot wall ({Nuincreases
marginally at lower elevations where the local view factor be-
tween hot wall and the relatively cold bottom wall is higher. From
the Nusselt number distributions on the cold wall, shown in Fig.
7(b), it can be seen that the convective Nusselt number with ra-
diation interaction is largetby ~16 percentthan the pure con-
vection case. Evidently, the augmentation in the cold wall convec-
tive Nusselt number is more than that for the hot wall with
radiation-convection interaction.

The fluid temperature variation along the mid-width of the en-
closure T and local Nusselt number distributions along the
horizontal walls are shown in Fig(@). Only the radiative Nusselt
numbers (Ny and Ny,) have been plotted since the convective
Nusselt number values will be the negative of the respective ra-
diation based values, because of the imposed adiabatic NCW con-

Nusselt numbers on hot wall

Nusselt numbers on cold wall

Dimensionless height, y/H dition. Under the influence of radiation, the fluid temperature pro-
©) file indic_ates that the top wall pre-cools the fluid thereby reducing
Horizontal distance, x/H convective heat_ transport to the cold wall. The heat _qux absorbed
0 0.2 0.4 0.6 0.8 1 by the top wall is re-emitted to other walls as radiation. The bot-
[T 1120 tom waI_I similarly receive_s heat by radiation and returns it by
1 | i convection. Such pre-heating by the bottom wall reduces the tem-
08: ' - 80 . perature differ_en_ce between the hot wall and the bounda_ry layer
LA . 40§ fluid. The radiative Nusselt number on the top wall (Nun-
§06— | 7] z creases as one moves towards the cold wall due to larger local
et i | 10 & view factor between the two heat exchanging surfaces, requiring a
Boal 1 = similar increase in convective heat transfer within the fluid. For
= ! | H-40 similar reasons, the magnitude of Nusselt number on the bottom
o2k 1 . 30 wall (Nuy,) is larger as one moves towards the hot wall.
: - PAN ' : )
Fo— ! T (6=0.9) ' i In the absence of convection, the top and bottom wall tem
or - | --120 peratures should be identical and the mean temperature should
o o o 1 be equal to the equilibrium temperatuig,, given by ((T
(Tow - Tc ) /AT +T‘c‘)/2)1’4. It is clear that the equilibrium temperature is closer to
Ty than to T.. Therefore, the effective temperature difference
Fig. 7 Influence of radiation on Nusselt numbers and fluid between the fluid and the top wall is less than that between the
temperature; (&) hot wall Nusselt numbers;  (b) cold wall Nus-  fluid and the bottom wall. This is the reason for the top wall
selt numbers, and  (c) top and bottom wall Nusselt numbers and convective heat flux being lower than the bottom wall flux when

mid-width fluid temperature for Ra =10, AR=1, T,=323K,
and AT=50K: Nu,—radiative Nusselt number without flow;
Nu—convective Nusselt number without radiation, Nu nrs NUg,
Nu,, , and, Nu ,,—radiative Nusselt numbers with coupling; Nu ;¢
and Nu .s—convective Nusselt numbers with coupling.

radiation interaction is present. For similar reasons, the cold wall
convective Nusselt number is larger than the hot wall convective
Nusselt number. To satisfy the heat balance, the radiative Nusselt
number to the cold wall is less than that from the hot wall. The
overall heat balance between all the wall surfaces was found to be
exact(within a tolerance 0&0.1 percentas a cross check on the
predicted results.
a vertical plate in air is also 0.211. These comparisons of pre-In Fig. 8, the variation of average convective Nusselt number
dicted and measurddvalues validate the turbulence model useduring pure convection (NJiis shown as a function of Rayleigh
in the present calculations. number. The relation, Ner 0.03662>xR&’35%° represents the nu-
The Nusselt numbefNu) on the walls is calculated from Nu merically predicted data within 1 percent. The hot and cold
=qW/(KAT), whereq=—K(dT/dn), for convective contri- wall convective Nusselt numbers with radiatiqga=0.9) are
bution andq=[&/(1—¢)](cTs—B) for radiative contribution. represented by the relations, N 0.0594>Ra34% and Ny
The distributions of local Nusselt numbers on the hot wall for the:0.0654 xR&338 respectively, and it is evident that the average
cases of pure convectiqa=0) and with convection-radiation in- convective Nusselt numbers increase due to radiation interaction.
teraction(¢=0.9) are shown in Fig. 7(a). For the sake of compariThe percentage of augmentation of convective Nusselt number is
son, the radiative Nusselt number (Nwariation, in the absence larger at lower Rayleigh number. For example, the augmentation
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LA | 1 i TTnng 1 LR R T
== Nuy (without coupling)

eters such as emissivity, mean temperaiye= (T, + T.)/2) and
] temperature differencAT on the convective, radiative and total

#—+ Nuy (with coupling) Jotal 7] Nusselt numbers are highlighted in Table 3. For the sake of com-
10°k *—* Nug . parison, the results corresponding to couplécbnvection-
[ o— Nuy Radiati radiation interaction cage@nd decoupled analyses are listed. It is
- 2—2 Nu adiatior] . . . L . p . y . Lo
L N of - evident that convection-radiation interaction is quite significant at
S NZI lower Rayleigh numbers. The convective Nusselt numbers slightly
br N

o—o Nui z Convection increase with emissivity, but the relative contribution of convec-
”’ i tion to the total heat transfer decreases due to steeper increase of
the radiative Nusselt numbers. The temperature differa&ic@as
an independent influence apart from its role as a part of Rayleigh
number. It is known that the non-dimensional equilibrium tem-
perature of the top and bottom walls increases and moves towards
27 Y4 as the temperature difference increas@he maximum
value is attained whefi.=0.) As a result of this, the cold wall
- convective Nusselt number increases and hot wall convective
Nusselt number reduces due to changes in the temperature differ-
4 ence between the fluid and the wall. In fact, the hot wall convec-
4 tive Nusselt number can be even lower than pure natural convec-

Average Nusselt Numbers

—
==

ST TR S W AR A S S R A 7! B B AW R Rt tive value if AT is sufficiently large. It can be shown that for a
10° 10%° 1ot 10%2 fixed value of Ra,Nuvaries as AT) 3. The total Nusselt num-
Rayleigh Number ber also decreases, mainly due to the reduction of radiative con-
tribution at higher values oAT. Radiation is seen to play a sig-
Fig. 8 Variation of convective, radiative and total Nusselt num- nificant role as compared to natural convection heat transfer, even

gefs with Rayleigh number for ~ AR=1, T,=323K, £=0.9, and  at |ow mean temperature values such-&0°C. As expected, Nu
T=50K increases in proportion tﬁg.

5.3 Effect of Wall Conduction for a Square Enclosure. In
in Nu,; at Ra=10° is 26.4 percent as against an augmentation 8fder to see the influence of conduction along the length of the top

12.6 percent at Ra0'2 The variations of radiative Nusselt num_and bottom walls, these walls are considered to be perfectly con-

ber with Rayleigh number for pure enclosure radiation (Nand ducting (PCW) and making contact with the vertical walls on
with convection interaction (Ny and Ny,) are also shown in either end. The temperature profiles of these walls will be linear
Fig. 8, for a fixed set offy, AT, ande Trhe hot and cold wall With one end aff, and other end af. . The local hot wall Nusselt

. y [o X 1 .

radiative Nusselt numbers are only slightly higher and lower thdJymper for a fixed set of,, AT, and Ra is shown in Fig. 9 for
the pure radiative value, because the temperatures of the enclod{ifecase of PCW. Also shown in the same figure are the convec-
walls are very close to the pure radiative value for large values #f€ Nusselt numbers for pure convection and convection-
emissivity such as 0.9. The radiative Nusselt number is propgadiation interaction situations for negligibly conducting top and
tional to R&", because the widt/ varies as R¥whenT,, AT, bottom walls(NCW). It is seen that the influence of strong wall
and ¢ are fixed. The variations of total Nusselt number ¢{Nu conduction on convective Nusselt number is similar to that of
which is the addition of convective and radiative contributionsurface radiation. Unlike for the case with radiation, however, the
obtained by coupled or decoupled analyses are also shown in iiéuence of wall conduction is symmetric and the convective
figure. They are represented by the relations,tN0.17 Nusselt number for the hot and cold walls are augmented uni-
X R&3%65 and Ny=0.142xR&3** respectively with an error formly (not shown in figureps against the selective influence of
<0.7 percent. The decoupled analysis thus under predicts the healiation.

transfer rate. . o .
5.4 Results for Tall Enclosures. In practical applications, it

5.2 Effects of Emissivity and Wall Temperature Values on is necessary to know the influence of surface radiation on turbu-
Heat Transfer for Square Enclosures. The effects of param- lent natural convection in tall enclosures with aspect rafi& |

Table 3 Augmentation in total Nusselt number due to convection-radiation coupling for square enclosures

Variable Without Coupling With Coupling Augmentation
Fixed Parameters Parameter in Nur with
Nuy Nu, Nur Nuys Nuy Nup, Nuer Nur coupling
£=009,T,=323K, Ra = 10° 57.96 | 109.86 | 167.82 | 69.64 | 7332 | 112.39 | 108.11 | 181.43 8.1%
AT=50K Ra=10" | 29643 | 509.87 | 80630 | 326.03 | 344.57 | 523.06 | 504.52 | 849.09 5.3%
Ra =107 | 67564 | 10986 | 17742 | 726.07 | 760.74 | 11282 | 10935 | 18543 45%
Ra=10°,T,=323K € =03 57.96 | 3016 | 8812 | 68.87 | 7087 | 31.10 | 2910 | 99.97 13.4%
AT=50K £ =06 5796 | 6614 | 12410 | 69.04 | 7235 | 6777 | 6446 | 13681 10.2%
Ra=10",7,=323K £ =03 29643 | 14000 | 436.43 | 32032 | 329.28 | 14452 | 135.56 | 464.84 6.5%
AT=30K £ =06 29643 | 30697 | 603.40 | 32320 | 337.82 | 315.18 | 300.56 | 638.38 5.8%
£=09, Ra= 10", AT= 10K | 29643 | 86693 | 1163.36 | 334.90 | 339.34 | 87358 | 869.14 | 12085 3.9%
T,=323K AT= 250K | 29643 | 34082 | 637.25 | 295.26 | 363.38 | 37736 | 309.24 | 672.62 5.6%
£=09,Ra=10", | T,=223K | 29643 | 16890 | 46533 | 321.29 | 335.02 | 177.95 { 164.22 | 499.24 73%
AT=50K T,= 423K | 29643 | 114244 | 1438.87 | 328.09 | 34721 | 11564 | 1137.3 | 14845 32%
1068 / Vol. 123, DECEMBER 2001 Transactions of the ASME
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>1. For this purpose, a wide rangeAR values up to 200 for two Fig. 11 Variation of Nusselt numbers in tall vertical enclosures
— 10 = = —
values of width based Rayleigh number (Ral(® and 16°with  of Raw=107, £=0.9, T,=323K, and AT=50K
T,=323K andAT=50K are analyzed. FOAR=100 and Rg
=5.4x10°, the mid-height variations of vertical velocity and
temperature are compared against the numerical results of Migst of the heightwith merged boundary layershaving varia-

et al.[18]and the DNS results of Versteegh and Nieuwsfaat, gon only in the horizontal direction. The radiative Nusselt num-

in Fig. 10. The present results compare very well with these pupz ; ;
lished results validating the present model. ers uniformly increase and approach the parallel plate value

The dependence of average Nusselt numbers on aspect r&i$en by. Ny=(eo(Ty—TOW)/((2—-£)K(Ty—T)), as the as-

estimated from coupled and decoupled analyses are shown in [gCt ratio increases. The influence of surface radiation on the con-
11 for Rg,=10. It is seen that the pure turbulent convectiv ective Nusselt number decreases as the aspect ratio increases

Nusselt number (N increases with aspect ratio, in line with the?€cause the areas of the top and bottom walls that modify the flow

experimental observations of Shewen ef#0]. This is contrary distribution in the enclosure become insignificant as compared to
to the variation of Ny for laminar natural convectiof24], where the areas of the vertical walls. Thus, the convective-radiative cou-

it reduces with increase in aspect ratio. It is also seen that Nefind becomes weaker as the aspect ratio increases and in tall
exhibits three distinct regimes vigi) slow growth regime up to enclosures, the total Nusselt number can be obtained by a decou-

critical aspect ratio(ii) accelerated growth regime between critiPled analysis.

cal and saturation aspect ratios, diidl invariant regime, beyond

the saturation aspect ratio. These features are closely linked to the .

growth of turbulent boundary layers on the hot and cold walls. Ié\ Conclusions

the case of saturation aspect ratio, the flow is fully developed forThe problem of turbulent natural convection in a transparent
fluid medium and its interaction with surface radiation has been
analyzed for rectangular enclosures. The following major conclu-
sions are drawn from the numerical simulation.

0.6 5
Vomn (Present)

i )f‘ R ié === T (Present)

04 5 Vo (Xu et al.[18])
* Vmp (DNS data [23]) 0.
x  T..n (DNS data [23])

1 Surface radiation enhances the velocity and turbulence levels
1 in the boundary layers along the enclosure walls, thereby resulting
- in higher convective heat transfer. Due to the asymmetrical influ-
ence of radiation, the augmentation of convective Nusselt number
for the cold wall is larger than that for the hot wall.

2 The contribution of radiative heat transfer is significant even
at temperatures as low as 0°C. Also, the temperature difference
between the hot and cold walls needs to be treated as an indepen-
dent parameter, for the flow with radiation interaction, in addition
to other governing non-dimensional parameters. The convective
. augmentation is significant even at low emissivity values such as
0.1, but it reduces as the Rayleigh number increases.

3 In tall enclosures, the average Nusselt number variation ex-
hibits three distinct regimes, viz. slow growth, accelerated growth
and invariant regime. This behavior can be attributed to the inter-
action phenomena between the boundary layers of the vertical
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Fig. 10 Comparison of present results with published results
for Ra,,=5.4X10° AR=100, =0, T,=323K, and AT=50K

Journal of Heat Transfer

walls.

4 The influence of perfectly conducting top and bottom walls
on the turbulent natural convective flow is found to be similar to
that of radiation interaction. Hence, the convective Nusselt num-
ber is enhanced when the adiabatic walls conduct heat along their
length.
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A Theoretical Model to Predict

Pool Boiling CHF Incorporating

Effects of Contact Angle and
satish 6. kandiikar § Qrientation

Mechanical Engineering Department,

Rochester Institute of Technology, A theoretical model is developed to describe the hydrodynamic behavior of the vapor-
Rochester, NY 14623 liquid interface of a bubble at the heater surface leading to the initiation of critical heat
e-mail: sgkeme@rit.edu flux (CHF) condition. The momentum flux resulting from evaporation at the bubble base is

identified to be an important parameter. A model based on theoretical considerations is
developed for upward-facing surfaces with orientations of 0 deg (horizontal) to 90 deg
(vertical). It includes the surface-liquid interaction effects through the dynamic receding
contact angle. The CHF in pool boiling for water, refrigerants and cryogenic liquids is
correctly predicted by the model, and the parametric trends of CHF with dynamic reced-
ing contact angle and subcooling are also well representfidOl: 10.1115/1.1409265

Keywords: Boiling, Heat Transfer, Modeling, Phase Change

Introduction Bonilla and Pernf4] proposed the concept of flooding in obtain-
ing a correlation from the experimental data. Using the column

Critical heat flux(CHF) represents the limit of the safe operat; . . - : i
ing condition of a system or a component employing boiling he%E:Odmg theory, they derived four dimensionless groups. The ba:

transfer under constant heat flux boundary condition. Loss of li ¢ concept seemed to work, but the approach was not pursued

; . . oo rther. Cichelli and Bonilld5] correlated their experimental data
uid contact with the heating surface at CHF leads to a S|gn|f|cartn ic liquids witha’/ lotted . duced
reduction in the heat dissipation rate. In pool boiling applicatiof®" °rganic liquids withqc/pc plotted against reduced pressure,

such as in electronics equipment cooling, the drastic reductionRAPc - Although their organic liquid data matched reasonably

boiling heat flux after CHF may lead to devastating results. Therd€ll, the predictions were considerably lower than the experimen-
l.data for water by Addomg20].

fore, a fundamental understanding of the mechanisms responsf@l .
for the initiation of this condition continues to be of great impor-, Kutateladze[6,7] proposed that the meaning of bubble genera-

tance. The current work models this phenomenon by including tH@n and departure were lost near the critical heat flux condition,
non-hydrodynamic aspect of surface-liquid interaction through tf&d it was essentially a hydrodynamic phenomenon with the de-

dynamic receding contact angle. The model is tested with a nugiruction of stability of two-phase flow existing close to the heat-
ber of data sets available in literature. ing surface. Critical condition is reached when the velocity in the

vapor phase reaches a critical value. Following a dimensional
analysis, he proposed the following correlation.

n
dc

Previous Work

Historical Perspective. As early as 1888, Langl] recog- 05 =K (1)
nized through his experiments on high pressure water data that as higpig Lod(pi—pgy)]

the wall temperature increased beyond a certain point, the hg®fe value ofk was found to be 0.16 from the experimental data.
flux decreased dramatically. However, it was Nukiya@who Borishanskiif21] modeled the problem by considering the two-

modest temperature differences. An excellent summary of histogizperiences instability. His work lead to the following equation
cal developments in this area was presented by Drew apgf K in Kutateladze's equation, El)

Mueller [3].

Many researchers have considered various aspects of CHF.
Some of the important milestones include L&d, Nukiyama ©2[9(p1—pg) 12
[2], Bonilla and Pernf4], Cichelli and Bonilla[5], Kutateladze . . . . . .
[6,7] Rohsenow and Griffit{8], Zuber[9], Costello and Frea Although viscosity appears in E@2), its overall effect is quite

[10], Gaertnef11,12], Katto and Yokoygl3], Lienhard and Dhir Small on CHF. . . .
[14], Haramura and Kattfl5], Liaw and Dhir[16], Ramilison Rohsenow and Giriffitii8] postulated that increased packing of

and Lienhard17], Elkassabgi and Lienhafd8], and Dhir and the heating surface with bubbles at higher heat fluxes inhibited the
Liaw [19]. A brief overview of some of these and a few otheflow of liquid to the heating surface. Plottirgt/(higp,) versus
important investigations is given in the following secti¢fihe list (1= pg)/pq. they proposed the following correlation for CHF.
provided here is not intended to be comprehensive, and the author " u4 106

g¢ ( 9) Alm pg} @)

oI 0_3/2 ] -04

K=0.13+4 @)

is aware that he may have made some inadvertent omissions. =C

hgp s p
Previous Models and Correlations. Although a number of oF’o ° g

early investigators reported the critical heat flux phenomenoﬁhe ‘equation is dimensional wit8=0.012m/s,g is the local
gravitational acceleration, angl corresponds to the standagd

Contributed by the Heat Transfer Division for publication in th®URNAL OF value. . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 9, 2000; ZUb'er [9] further. formalized the concept by considering the
revision received April 23, 2001. Associate Editor: V. P. Carey. formation of vapor jets above nucleating bubbles and flow of lig-
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uid between the jets toward the heating surface. As the heat flwas found to be quite inaccurate in representing the effects of
increases, the vapor velocity increases causing vapor and liquicctmtact angle for water. The correlation however exhibited the
compete for the same space; a condition for instability is thusrrect trend of decreasing heat flux with increasing contact
created. angles.

Zuber[9] also postulated that vapor patches form and collapseUnal et al.[29] considered the existence of dry patches to lead
on the heater surface as CHF is approached. According to Zultee way toward CHF condition. The temperature reached at the
“In collapsing, . . . [as]the vapor-liquid interface of a patch ap-center of the dry patch was considered to be an important param-
proaches the heated surface, large rates of evaporation occur @ted responsible for the rewetting behavior of the surface. Sadasi-
the interface is pushed violently back.” Zuber considered the dyan et al.[30] presented a good overview highlighting the need
namic effects of vapor jets to be important and proposed that tfi@ new experiments to aid in the understanding of the CHF phe-
Taylor and Helmholtz instabilities are responsible for the CHRomenon.
condition. Using the stability criterion of a vapor sheet, they ob- ) . -
tained an equation similar to that of KutatelaZd@ but the value ~ Parametric Effects. Although CHF was identified as a hy-
of constantK ranged from 0.157 to 0.138. Simplifying the ana|y__drodynam|c phenomenon, a number of researche_rs_ recognlz_ed the
sis further, Zuber proposed a valuekof=0.131. important role_ played by the surface characterlstl(_:s. Tachibana

Chang[22] considered the forces acting on the bubble and pogt al.[31] gtudled the effect of heater thermal_p_rop_ertles and found
tulated that the CHF condition was attained when the Weber nuffiat CHF increased ds)) the thermal conductivity increased, and
ber (incorporating the velocity of liquid relative to the rising(b) as the heat capacity per unit surface area increased. However,
bubble)reached a critical value. The vapor continues to leave tigermal diffusivity, which is the ratio of thermal conductivity to
heater surface until the critical velocity is reached, at which timi@e thermal mass, did not correlate well with CHF. For thin stain-
some of the vapor is carried back to the heater surface. The and@gs steel heaters below 0.8 mm in thickness, the CHF was found

sis resulted in the following equation for vertical surfaces. to be lower than that for thick heatefrs0.8 mm thick). They also
noted that the presence of aluminum oxide coating increased CHF,
qg=O.0983é/2h|g[0'g(p|—pg)]1/4 (4) attributed to its affinity to waterwettability). More recently,

Golobicand Bergle$32] presented a detailed literature survey on
For horizontal surfaces, he introduced a rap,/qc y=0.75, the effect of thermal properties on CHF for ribbon heaters. They
thereby changing the leading constant to 0.13 in @yfor hori-  developed a criterion for the asymptotic value of heater thickness
zontal surfaces. for ribbon heaters beyond which the thickness effect on CHF
Moissis and Berensof23] developed a model based on theyas quite small. They recommended similar work for other
interaction of the continuous vapor columns with each other. TRRometries.
maximum heat flux is then determined by introducing Taylor- Contact angle is a key parameter affecting the bubble-wall in-
Helmholtz Instablllty for the counterflow of vapor flow in col- teraction. Its effect on CHF was recognized by many investiga_
umns and liquid flow between them. tors. An interesting set of experiments was performed by Costello
Haramura and Kattp15] refined an earlier model proposed byand Frea[10] with submerged cylinders heated only on the top
Katto and Yokoyd 13]in which the heat transfer was related thalf. The heated surface was coated with mineral deposits result-
the formation and evaporation of a macrolayer under a bubblgg from boiling in tap water. The heat flux and duration of boiling
The presence of such macrolayer was reported by Kirby and Wegigs carefully regulated to achieve different levels of deposit
water[24]and Yu and Meslef25]. Small vapor jets are formed in thickness. The treated cylinders were then used with distilled wa-
this macrolayer, and Kelvin-Rayleigh instability results in lateraler and the burnout heat fluxes were measured. They found that
coalescence of vapor stems. Using this approach, Haramura @ presence of deposits on the heater surface resulted in over 50
Katto extended Zuberk9] analysis and arrived at the same equapercent increase in CHF in some cases over the freshly prepared
tion, Eq. (1), derived by Kutalteladze. clean cylinders. This non-hydrodynamic effect was not predicted
Lienhard and Dhir[14] critically evaluated the assumptionspy any of the existing correlations. Costello and Frea noted that,
made in the Zuber'$9] theory and modified the vapor velocity for cylindrical heaters, this effect was not as pronounced due to
condition at which instability would set in. Copsequently, theyhadequate supply of liquid to the larger heated surface.
showed that Zuber’s equation would underpredict the CHF by 14The effect of orientation is studied by many investigators. The
percent. Lienhard and Dhir modified Zuber’s theory to include thgorizontal and vertical geometries are of most practical interest.
effect of size and geometry. They also noted the increase in theward and Mudawa33] studied the effect of heater orientation
number of jets as CHF was approached. This aspect was furtfiergreat detail and present three regions: upward-fa¢hgs0
studied by Dhir and Liaw19] for horizontal flat surfaces, and adeg), near verticalg0 to 165 deg), and downward facirig 165
detailed formulation was presented. _deg). One of the factors that affect the CHF is the size of the
Van OutwerkerK 26] studied the stability of pool and film boil- heater, especially for near vertical and downward facing surfaces.
ing mechanisms using high speed photographs of n-Heptane bgie surfaces studied by Howard and Mudawar included heaters of
ing on a glass surface coated with transparent heater film. Dijfferent shapes with dimensions varying from 3 mm to 300 mm.
patches were observed at heat fluxes 20 percent below CHF. AlGaertner{12] conducted some highly illustrative experiments
though the fraction or sizes of dry patches did not change, tth@nﬁrming the results reported by Costello and Hre@]. Gaert-
was a sudden transition to CHF from one of the patches. Simgler coated the inside bottom of a 3-inch diameter container with a
taneous existence of nucleate and film boiling on two adjacefffin non-wetting(close to 180 deg contact angl8uorocarbon
sections was observed on a thin wire which was partially removéigh, similar to Teflon. The container was then filled with distilled
and then immersed back into the liquid. The reason behind tgter and heated at the bottom. As the heater temperature in-
transition mechanism was discussed. . . creased, boiling was initiated, but the bubbles did not depart from
Effect of contact angle was studied by very few investigatorghe heater surface. Instead, they coalesced and covered the entire
Kirishenko and Cherniakol27] developed the following correla- pottom surface with a film of vapor resulting in extremely low

tion with contact angle as a parameter. values of CHF. Another experiment demonstrated that the pres-
A ence of grease in the system caus_ed a gradual re_duction in CHI_: as

" —0171 \/— _ )]1/4(1+0'324’10 B) ) the heater surface was progressively coated with a non-wetting

0c=0.171hgVpgl og(p1— pg /0.0183 film of grease. Although the surface roughness itself was not di-

rectly responsible to any changes in CHF, if the contact angle
Diesselhorst et al[28] noted that this equation yielded muchchanged as a result, the CHF was lowered. The experiments con-
higher values of CHF for larger contact angles. This correlatidirm that a low contact angléhighly wetting liquid will result in
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a higher value of CHF, while a high contact angle, such as a Fg
non-wetting surface, will result in drastic reduction in Ck#fso
confirmed by Costello and Frea

Hydrodynamic and Non-Hydrodynamic Considerations in
the Development of the Present Model. The supply of liquid
to and removal of vapor from a heated surface play a major role in
reaching the CHF condition. If we consider an experiment in
which a growing bubble is completely confined within side walls,
the CHF will be reached immediately upon nucleation as the lig-
uid is unable to reach the heater surface. This type of CHF is
observed in microgravity environment with smooth heaters where
a large stationary bubble envelops the heater surface.

On the other hand, the photographs by Elkassabgi and Lienhard Region of LT -
[18]just prior to the CHF show that, for saturated liquids, bubbles influence. -~ ~
coalesce to form large vapor masses a short distance away from ’ // .
the heater surface. In subcooled pool boiling, bubbles are discrete, 2Dy 7 D N
presenting little resistance to liquid flow toward the heater surface v e \
near CHF. In addition, the dependence on surface effects ex- / Dy \
pressed through the contact an¢gs reported by many investiga- / i
tors, including Gaertnef,11] and Costello and Fre410]), sug- I I

!. i
\ ]

Heater
surface

gests that the mechanisms leading to CHF are more intimately

connected to the events occurring in the immediate vicinity of the ) /

heater surface. \ /
The theoretical models available in literature do not incorporate \ /

the effect of contact angle. Its effect is considered indirectly N 7

through the changes in bubble size and number of nucleation sites N 7

in some of these models. In the present work, a theoretical model . e

is presented which directly incorporates the effect of dynamic (b) Sre—— - -

receding contact angle on CHF. The model is tested with data s'g_ts 1 F due t face tensi . d
available in literature for different fluids. ig. 1 (a) Forces due to surface tension, gravity and momen-
tum acting on a bubble parallel to the theater surface; (b)

Development of the Model. Departing from the earlier mod- sketch showing region of influence, departure bubble diameter,
els on hydrodynamic instability, Chari§2] considered the force @nd average bubble size
balance on a bubble in deriving the condition leading to CHF. The
model of Haramura and Kattfll5] also focuses on the bubble

behavior by considering the presence of a thin macrolayer under- . . . .
neath a bubble. The strong effect of contact angle on CHF Sliggerface can be analyzed in a two-dimensional plane shown in

gests that the interface conditions at the bubble base play an n#g 1(a). Surface tension forces act at the base and the top portion

portant role. of the bubble. For a unit length in the direction normal to the
Figure 1(a)shows a bubble attached to a horizontal heatiffane: the forcess, andFs are given by

surface. The excess pressure inside the bubble under a quasi-static Fg1=0 COSB (6)

equilibrium state is able to sustain the necessary curvature of the '

interface at the departure condition. At low heat fluxes, the bubif&

would depart at certain size as governed by the forces due to Fso,=0, 7

inertia, pressure and buoyancy. Now consider the left half of the ) ) ’ ) ) )

bubble and the forces acting on it in the direction parallel to tHéhere o is surface tension, N/m, andlis the dynamic receding

heating surface. The surface tension forEgs andF s, act at the ~contact angle of the liquid-vapor interface with the solid heater

bubble base and the top surface of the bubble respectively. THéface. _ _ _

excess pressure due to hydrostatic head with the reference pléh@nge in momentum as vapor leaves the interface. For momen-

being at the top of the bubbles surface. It results in a trianguldtm analysis, the interface is represented as a plane with bubble

(excess)pressure distribution wit ¢ as the resultant force. The NeightHy and a unit width normal to plane of Fig(a). Express-

evaporation occurring on sides of the bubble causes the vapoit§ the heat flux due to evaporation per unit area of the interface

leave the interface at a higher velocity due to the difference &4] , the resulting force due to the momentum change is given

specific volumes. At high evaporation rates near CHF, the for&y the product of the evaporation mass flow rate and the vapor

due to the change in momentuf, , due to evaporation becomesvelocity relative to the interface.

larger than the sum of the gravitational and surface tension forces "Ml gl 1 "2

holding the bubble in place. This causes the liquid-vapor interface =q, bt A 1 = (q_,) ~H (8)

(side walls of the bubbleip move rapidly along the heater surface M htg  higpg \hig) py °

leading to the CHF condition. A detailed force balance is pefne ppple heighti,, is related to the bubble diamet®y, through

formed below to obtain the heat flux value at this conditiofo ~ontact angl@ as follows:

(CHF). The present model is valid for upward-facing surfaces

between horizontal and vertical orientations. For higher angles of

b
orientations, the flow hydrodynamics and heater size effects be- Hp=—"(1+cosp). 9)
come very important and need to be included in the model devel-
opment. The heat flux at the interfacg is an average value during the

The diameterD,, corresponds to the departure condition agrowth of the bubble since its inception. It is derived from the
which the force balance is performed. Although the forces at tlieat flux on the heater surfagé by approximating the interface
bubble interface act in the radial direction, the movement of thes a cylinder with diameteD /2 and heightH ;= (D4,¢2) (1
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+cosp). The diameteD 4 corresponds to the average diameteEq. (16). A high speed photographic study is being conducted in
as the bubble grows. As a first approximation, it is takegg, the author's lab to determine the contact angle at CHF from the
=D,/2. Heat is removed by the bubble from an influence areexact shape of the interface.

considered to be a circle with diametddg as shown in Fig. 1(b),

following the assumption made by Han and Griffig#]. The heat Effect of Subcooling

flux on the heater surface is obtained by comparing the heat trans:

fer rates over the influence area and over the interface area of thd "€ €ffect of subcooling has been investigated by Kutateladze
average bubble of diametér and Schneidermafi36] who observed a linear relationship be-
avg-

tween the degree of subcooling and CHF for water, iso-octane and
0/ (Davg2)(1+cosp)- (mDayg2) (14 cosp) ethyl alcohol over a graphite _rod heater at various pressures. The_y
"= (/2)(2Dy)? = 16 q/ propc_>sed a model that _cor_15|dered the enhancement due to recir-
b 10 culation of subcooled liquid over the heater surface. Ivey and
(10) Morris [37] modified the Kutateladze and Shneiderman model by
The force due to gravity on the bubble interface acting in thassuming that a portion of subcooled liquid first heats up to satu-
direction parallel to the heater surface results from the triangulégtion point before evaporation occurs. lvey and Morris conducted
pressure distribution as shown in Figal In general, for a heater €xperiments with water boiling on horizontal wires, 1.22-2.67
surface inclined at an angl to the horizontal¢=0 deg for a mm diameter, and found a linear relationship with degree of sub-
horizontal upward facing surfacey=90 deg for a vertical sur- cooling. Zuber on the other hand considered transient heat con-
face), the component of the force parallel to the heater surface dligtion to the subcooled liquid to be responsible for the increase

to the hydrostatic head on a surface of heightand unit width is in CHF. Duke and Schrock38] conducted experiments with a
given by horizontal heater surface and found that the pool boiling curve

shifted to a lower wall superheat region, and the wall superheat at
1 CHF also decreased as liquid subcooling increased. A linear rela-
Fo=59(p—pg)Hp Hp-1-COSS. (11)  tionship of CHF with subcooling was obtained by Jakob and Fritz
[39] as reported by RohsenowO].
The critical heat flux or CHF occurs when the force due to the Elkassabgi and Lienhafd 8] conducted experiments with sub-
momentum changeHy,) pulling the bubble interface into the lig- cooled pool boiling with R-113, acetne, methanol, and isopro-
uid along the heated surface exceeds the sum of the forces holdiagol and identified three regions depending on the level of sub-
the bubbleFs,;, Fs,, andFg. The bubble then expands alongcooling. In region | at low subcooling levels, CHF increased
the heater surface and blankets it. At the inception of the CHiRearly, while at very large subcooling in region Ill, CHF was

condition, the force balance yields insensitive to changes in subcooling. Region Il represented tran-
sition between | and IIl.
Fu=FsitFs2tFa. 12) It is proposed that the heat transfer mechanism leading to CHF

Substituting Eqs(6), (7), (8), and(11)into Eq.(12) and introduc- involves heat transfer to the subcooled liquid. The heat transfer

ing Eq.(10), the heat flux at the heater surface, which corresponﬁ’§e at the CHF condition is therefore related directly to the wall
t0 the CHF’conditionq”—q” is obtained ’ to bulk temperature difference. An increase in subcooling of the
=qL, )

bulk liquid increases the transient conduction to the liquid. This

1+cos 1+cos H 12 app_roach is_ expected to represent Region | as defing(_j by_ Elkass-
ae=hegp? Byl ot A) +(p—p )g—bcos¢ abgi and Lienhard. The CHF under subcooled condition is then
9Py 16 H ¥ 2 i
b given by
AT
Substituting forH, from Eq. (9), Eq.(13) becomes a¢.sus=0ac¢ sar| 1+ AT—ZL::) . (7)
SuUB
1/2

qé:hfgpé/z HC—OS’B) 2—U+(p|—pg)g%(l+COSB)COS¢ However, as seen from the results of Duke and Sch{88},

16 Dy 4 the wall superheat at the CHF condition decreases with increasing

subcooling. In Eq(17) therefore, the actual wall superheat under
The diameteD,, is obtained by assuming it to be half the Wave_subcooled conditions should be used. At this time there is no
length of the Taylor instability of a vapor film over the heatefccurate model available for predicting the wall superfieathe

heat transfer coefficient under subcooled condjtianthe CHF;

surface. The critical wavelength for initiating this instability, de - > . i
rived earlier by Kelvin(referenced in Lamlj35]) and later used tﬂ? actLéall experimental data will therefore be used in verifying
dhis model.

by Zuber[9] in the development of his hydrodynamic theory, i
given by

i Results
—} ) (15) The CHF model as given by E(L6) for saturated pool boiling,
g(pi—pg) and Eqs(16) and(17) in conjunction with the wall superheat data
at CHF for subcooled pool boiling, is compared with the experi-
mental data available in literature. Kutateladze correlati€o 1)
was chosen in this comparison since other correlations, such as
Zuber’s, differ only in the value of the leading const&nfwhich
1+cosp 12 is 0.16 in Kutateladze correlation, and 0.131 in Zuber’s correla-
qg:hfgpé’Z(T tion). Both these earlier correlations do not include the contact

angle as a parameter. Correlations such ag®qield extremely

X[ag(p|—pg)]“4. (16) high values of CHF especially for water.

Table 1 shows the details of the data sets and the results of the

Equation(16) predicts the CHF for saturated pool boiling of purecomparison with the Kutateladze correlation and the present
liquids. It includes the hydrodynamic as well as nonmodel. It can be seen that the model predictions are quite good
hydrodynamicheater surface interactipeffects and the orienta- and are consistently better than the Kutateladze predictions.
tion of the heater surface. Since the liquid would start to recede atThe current model requires the knowledge of the dynamic re-
the onset of CHF, the dynamic receding contact angle is useddeding contact angle for a given liquid-solid system. A majority of

)\T: C127T

The value ofC; ranges from 1 to/3. Using a value of 1 and
substitutingD,= \1/2, with A+ from Eq. (15), Eq.(14) takes the
following form:

2 + il 1+
p Z( cosB)cosg¢

1074 / Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Details of the experimental data and comparison with Kutateladze correlation and present model

Pressur Contact Kutateladze P t Model
Author (Year) Liquid (kPa) © | Heater Size & Orientation Angle Correlation resent Vo (;
(Degrees) | mean error % mean error (%)
. Flat, 6.3cm wide X 14, 27, 38,
Iﬁﬁ‘:[ﬁ‘g 33;‘;?6‘1 98.07 10.3cm High, Copper, | 69, 90, 88.07 21.59
Vertical 107
Ramilison Flat Circular, 6.35cm dia,
and Leienhard | R-113 98.07 1.524 cm thick, Copper, 30, 40, 50 11.54 8.36
[17] Horizontal
Reduced
Deev et al. . Flat, 30x30mm, Copper
[42] Helium 8_9(5)4 Horizontal & Vertical _ 29.65 8.64
. Flat Circular, Copper, . . . .
Bewilogua et erhum, Reduced Horizontal & Vertical Nitrogen: 9.32 | Nitrogen: 13.2,
Nitrogen, | p-- 0.05- _ 2 — Hydrogen: 6.71 | Hydrogen: 7.41,
al. [43] Hydrogen | 0.95 A=29cm" forN; and H, Helium: 12.9 Helium: 20.66
ydrog: . A=4.5 cm? for He elium: 12. elium: 20.
Abuaf and 5.49~98. | Flat Circular, Copper,
saubfa4] | X3 g7 5.9cm dia, Horizontal - 3449 24.26
Lienhard and | Distilled 14.48~ Flat Circular, 6.35cm dia, 88.78 0.54
Dhir [14] Water 42.74 Copper, Horiaontal - ’ ’
. Flat Circular, Copper,
pom it [ Water | 157-98 | 3.58in diameter — 46.60 7.90
y Horizontal
Cylinder, 0.12cm dia,
Sakurai and Platinum
shiotsu [45] Water 98.07 10cm length, Horizontal _ 33.94 1072
and Vertical

data sets, with the exception of those, which specifically investis a parameter and is seen to significantly overpredict the results
gated the contact angle effect, does not report the contact angleatrhigher contact angles. The discrepancy between the present
view of this, following assumptions are made regarding the dynodel and the data at higher values of contact angles is suspected
namic receding contact angle: because of the use of equilibrium contact angles as reported by
Liaw and Dhir. The dynamic receding contact angles are always
lower than the equilibrium contact angles. Using somewhat lower
contact angle values further improves the agreement with the
present model.

» water/copper systemB=45 deg
« water/chromium coated surfaced= 65 deg
« cryogenic liquids/copper8=20deg (no information is

;vﬂgl/)le on coniaé:tdangles for cryogenic liqyids Similar results are obtained from the comparison with the
A copper-5=>5 deg R-113 data by Ramilison and Lienhafti7] as shown in Fig. 3.

An experimental work reporting the dynamic receding contagiowever only a small range of contact angles was investigated.
ang]es for water dr0p|ets |mp|ng|ng on hot surfaces is present@ﬁe results of Kutateladze r_nodel are close to the data in thiS.Case.
by Kandlikar and Steinkg41]. They observed that for a smooth Deev et al.[42] and Bewilogua et al[43] conducted experi-
copper surface near saturation temperature of water, the dynafignts with cryogenic liquids—nitrogen, hydrogen and helium.
receding contact angle is considerably lower than the dynanfiev et al. conducted experiments with helium on horizontal and
advancing contact angle. vertical plates. Figures 4 and 5 show the results of comparison

For this combination, they measured the dynamic receding con-
tact angle to be between 45-80 deg for a copper surface depend-
ing on the surface roughness and temperature. In the CHF experi-
ments, it is therefore recommended that the dynamic receding
contact angles be measured using the impinging droplet technique
preferably in a vapor atmosphere.

A small variation of 10 deg in estimating the dynamic receding
contact angle below 60 deg results in less than 5-7 percent dif—NE _____________
ference in the CHF predictions for all liquids investigated. How- 5 1,000,000 - .

ever, changes in dynamic receding contact angles beyond 60 de-% 1 .
grees have a significant effect of the CHF. o |« Liawand Dhir (1986) * ¢
One of the major motivations behind the current work is to 1 Experimental data
— — Kutateladze (1951)

include the effect of dynamic receding contact angle, which is
known to influence the CHF. Liaw and DHit6] specifically in-
vestigated this effect by changing the equilibrium contact angle
with different surface finish on the same heater. Figure 2 shows
the results of the comparison. Although the differences at the two
extremes are somewhat higher, it should be recognized that as the
contact angle increases, the CHF value decreases dramaticallgigsz  Effect of contact angle on CHF for water boiling on a
demonstrated by Gaertngtl]. Present model correctly depictsvertical plate; comparison of present model and Kutateladze
this trend. Kutateladze model does not include the contact angt@relation with Liaw and Dhir  [16] data

10,000,000

Water
Vertical Plate

Present model

100,000 T T T —
0 20 40 60 80 100 120
Contact Angle, Degrees
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1,000,000 Figure 10 shows the results of comparison with R-113 data by

¢ Ramilisonand Lienhard (1987) Abuaf and Staubf44]. The agreement in the mid and high-
- _ Exu?:tg{gg;;agf;ga) pressure ranges is good, but significant differences are noted at

low pressures with both the present model and the Kutateladze
correlation. Further investigation is warranted before the cause for

Present model

"g this behavior can be explained.
=2 Figure 11 shows the data obtained by Lienhard and D).
w
I —_— —
o 'h-“'\,
*
1,000,000
R-113 + Bewilogua et al. (1975)
N Experimental data
Horizontal Plate ] — - —Kutateladze (1951)
100,000 : g g : : Present model
20 40 60 NE
Contact Angle, Degrees 2
[Ty
Fig. 3 Effect of contact angle on CHF for R-113 boiling on a 2:, g
horizontal plate; comparison of present model and Kutateladze {
correlation with Ramilison and Lienhard ~ [17] data Nitrogen
Horizontal Plate
10,000 1
1 Helium 100,000 — ‘ ‘
Horizontal Plate 0 02 04 06 08 1
Reduced Pressure, p/pc
~
£ Fig. 6 \Variation of CHF with pressure for nitrogen boiling on a
] orizontal plate; comparison of present mode using contac
= 1000 h tal plat f t model ( tact
% ] angle of 20 deg) and Kutateladze correlation with Bewilogua
o + Deevetal. (1977) et al. [43] data
Experimental data
- — K)ljtpateladze (1951) 1,000,000 7
Hydrogen
Present model Horizontal Plate
100 T T T T T
0 0.2 0.4 06 038 1 % 100,000 1
Reduced Pressure, p/pc H
w
Fig. 4 Variation of CHF with pressure for helium boiling on a 2:, « Bewilogua etal. (1975)
horizontal plate; comparison of present model (using contact 10,000 1 Experimental data
angle of 20 deg ) and Kutateladze correlation with Deev et al. — — Kutateladze (1951)
[42] data Present model
10,000 7 1,000 ‘ : ———
Helium 0 0.2 0.4 0.6 0.8 1
Vertical Plate Reduced Pressure, p/pc
N§ Fig. 7 Variation of CHF with pressure for hydrogen boiling on
= 1000 | a horizontal plate; comparison of present model (using contact
W ] angle of 20 deg) and Kutateladze correlation with Bewilogua
I
(&) ¢ Deevetal. (1977) \ et al. [43] data
Experimental Data \,
— — Kutateladze (1951) \ 100,000
Present Model \ 1 Helium
100 . : . : . : i Horizontal Plate
0 0.2 04 0.6 0.8 1
Reduced Pressure, p/pc g 10,000 4
ES
Fig. 5 Variation of CHF with pressure for helium boiling on a w
vertical plate; comparison of present model '(usin'g contact 5 +  Bewilogua et al. (1675)
angle of 20 degrees ) and Kutateladze correlation with Deev 1,000 ; Exprimental data
et al. [42] data 1 — — Kutateladze (1951) v
Present model
. 100 — : :
with the present model. The agreements between the data and both 0 02 04 06 08 1

the present model and Kutateladze model are good for the hori- Reduced Pressure, p/p
zontal plate, while only the present model is able to represent the il

vertical plate data well. Similar observations can be made with th¢y g variation of CHF with pressure for helium boiling on a
nitrogen, hydrogen, and helium data of Bewilogua et al. frofRorizontal plate; comparison of present model (using contact
Figs. 6-9. Their vertical plate data is somewhat scattered betwegigle of 20 deg) and Kutateladze correlation with Bewilogua
the Kutateladze and the present model predictions. et al. [43] data
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10,000

i — e T
TN TN
A o N
Y \
E ¢
; 1,000
[/ L
I
o .
+ Bewilogua et al. (1875)
Experimental data
— — Kutateladze (1951) .
Helium
Present model Vertical Plate
100 T T . T
0 0.2 04 06 0.8 1

Reduced Pressure, p/pc

Fig. 9 Variation of CHF with pressure for helium boiling on a
vertical plate; comparison of present model (using contact
angle of 20 deg ) and Kutateladze correlation with Bewilogua
et al. [43] data

1,000,000
1 rR113
Horizontal Plate
€
;. 100,000 A
I
(& + Abuafand Staub (1983)
Experimental data
- — Kutateladze (1951)
— Present model
10,000 . - .
0 20 40 60 80 100 120

Pressure, kPa

Fig. 10 Variation of CHF with pressure for R-113 boiling on a
horizontal plate; comparison of present model (using contact
angle of 5 deg) and Kutateladze correlation with Abuaf and
Staub [44] data

1,000,000

CHF, W/m?
*
*
\
*

+ Lienhard and Dhir (1973)

Experimental data
— — Kutateladze (1951)
Distilled Water

Horizontal Plate

Present model

100,000

10 20 30 40 50
Pressure, kPa

Fig. 11 Variation of CHF with pressure for distilled water boil-

ing on a horizontal plate; comparison of present model (using
contact angle of 45 deg ) and Kutateladze correlation with Lien-
hard and Dhir [14] data

gion, but it still overpredicts the CHF in the low pressure region.
The present model, on the other hand, is in excellent agreement
with the data except for the lowest pressure data point.

One of the reasons why the present correlation and the Kutate-
ladze correlation both yield almost the same results for cryogens
is because the predictions from the present model for a contact
angle of 20 degrees for cryogens are almost same as those from
Kutateladze correlation. The product of the terms in the two pa-
renthesis on the right hand side of Efj6) represents the constant
K in Kutateladze correlatiofK =0.16 in Kutateladze correlatipn
The variation of the corresponding term in the present model with
the dynamic receding contact angle is shown in Table 2. It can be
seen that for the assumed dynamic receding contact angle value of
20 deg for cryogens, this term is 0.178, which is very close to the
Kutateladze constar€=0.16.

The effect of subcooling is shown in Fig. 13. Here, the data of
Sakurai and Shiot{#45]is used in the comparison. The data is for
cylindrical heating surface. Although the present model is appli-
cable only for flat surfaces, this comparison is shown to verify the
trends predicted by the present model. The values for wall super-
heat at CHF are available from the data. The agreement with the
present model for the horizontal plate is within ten percent, except
for the data point at the highest subcooling of 40°C. For the ver-
tical plate, the model underpredicts by about 18 percent, but the
trend is well represented. The data exhibits a trend that is contrary
to that observed by Elkassalgi6] and Elkassabgi and Lienhard
[18]. Their data tends to level off as subcooling increases, whereas
Sakurai and Shiotsu data seems to increase rapidly at higher de-

10,000,000
+ Bonilla and Perry (1941)
Experimental data
4 =— — Kutateladze {(1951)
“‘E Present model
=
E. 1,000,000 - /,,——"”
= ] -
Q
*
Water
Horizontal Plate
100,000

0 20 40 60 80 100 120
Pressure, kPa

Fig. 12 Variation of CHF with pressure for water boiling on a
horizontal plate; comparison of present model (using contact
angle of 65 deg, chromium surface ) and Kutateladze correla-
tion with Bonilla and Perry  [4] data

Table 2 Variation of Equivalent
bracketed terms in Eq.
zontal surface

K factor (product of the two
(16)) using the present model, for a hori-

For this case, the Kutateladze correlation considerably overpre-
dicts the results. Changing the leading constant from 0.16 to 0.085
makes it overlap with the present model predictions, which are
excellent. Similar observations can be made from Fig. 12 compar-
ing the data by Bonilla and Perf¢]. In this case, the Kutateladze
correlation again overpredicts the results. Changing the leading
constant to 0.11 improves the agreement in the high pressure re-

Journal of Heat Transfer

Contact angle, | Equivalent K from
degrees Eq. (16)
0 0.186
20 0.178
45 0.150
60 0.126
90 0.0745
120 0.0317
150 0.0072
180 0
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10,000,000 Dayg = average diameter of a bubble during growth period,
m
Fe = force due to gravity, parallel to the heater surface,
N

e Fu = force due to change in momentum due to evapora-

FS o Sakurai and Shiotsu (1974) ~2 [ tion, parallel to the heate_r surface, N

p- 1000600 4 Experimental data (Horizontal) RN Fs1 = force due to surface tension at the bubble base, par-

Ao Sakurai and Masahiro (1974) g
5 Experimental data (Vertical) allel to the heater surface, N
-~ - -Kutateladze (1951) Fs, = force due to surface tension at the top of the
(independent of orientation) Water g
Present model (Horizontal) Hortvontal and bubble, parallel to the heater surface, N
orizontal an _ H H H
— - —Prosent model (Vertica) Vertical Plate g = gravitational acceleration, ntls _
gs = standard acceleration due to gravity, /s
100,000 ‘ htq, iy = latent heat of vaporization, J/kg
50 60 70 80 90 100 S : ;
K = constant in Kutateladze correlation, éj)
Water Temperature, °C p = pressure, Pa
) o ) B pc = critical pressure, Pa
Fig. 13 Variation of CHF with pressure for water boiling on "o

q heat flux, W/

horizontal and vertical plates; comparison of present model " — critical heat fi W/
(using contact angle of 45 deg ) and Kutateladze correlation q% = critical heat Tlux,
with Sakurai and Shiotsu [45] data g/ = heat flux at the interface, W/m

Greek Symbols

dynamic receding contact angle, degrees
heater surface angle with horizontal, degrees
critical wavelength for Taylor instability, m

gree of subcooling. Although the agreement between the data and B z
the model is quite good, extension of the present model to cylin- Ao =
drical geometry is recommended as future work. T ;

. = viscosity, Pa s

A word on the accuracy of contact angle measurement is in — density, kg/m
order. The contact angles used in the correlation are obtained by _ X ;
X . X ; . = surface tension, N/m

previous investigators from the static measurements. The dynamic
value of the receding contact angle under evaporating film condtbscripts
tion is different than that obtained from static observations. Since avg = average
the difference between the dynamic receding contact angle and the p = departure bubble condition
static receding contact angle is small as shown by Kandlikar and ¢ = critical heat flux condition
Steinke[41], the use of static receding contact angle is recom- g = vapor
|
I
g

SER-INS

mended when the dynamic values are not available. = interface
= liquid
= latent quantity

Conclusions
The following conclusions are made from the present study:
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Highly Subcooled Boiling
in Crossflow

; 1
LIDOI‘Ig Huang Experiments were carried out to determine the influence of fluid flow and liquid subcool-

Larry C. Witte ing on flow boiling heat transfer of Freon-113 across horizontal tubes. The data cover

: wide ranges of velocity (1.5 to 6.9 m/s) and extremely high levels of liquid subcooling (29

to 100°C) at pressures ranging from 122 to 509 kPa. Thin-walled cylindrical electric
resistance heaters made of Hastelloy-C with diameter of 6.35 mm were used. The azi-
muthal wall temperature distributions were measured with five thermocouples around the
heaters. The data were compared with Chen’s two-mechanism model with modification for
subcooled flow boiling. A new nucleate boiling suppression factor for cross flow was
developed. The improved model could predict the present data and Yilmaz and Westwa-
ter's (1980) data well with a mean error ratio of 1.02 and standard deviation of 0.17.
[DOI: 10.1115/1.1413762

Heat Transfer and Phase Change Laboratory,
Department of Mechanical Engineering,
University of Houston,

Houston, TX 77204-4792

Keywords: Boiling, Heat Transfer, Tubes

1 Introduction Bjorge et al.[11] modified Rohsenow’s simple superposition

Research in the area of subcooled flow boiling was started model to account for subcooled to high quality ranges using

; single-phase and two-phase convection correlations, a pool boil-
the early 1940§McAdams et al[1], Davidson et al[2]). More : L o o
researcg was garried out on fl(EW] boiling with Wat[er])under subd correlation, an_d an incipient boiling criterion. The_ model_ re-
cooling conditions(Krieth and Summerfield3], Jens and Lottes uires the prediction of wall superheat at the incipient boiling

) . o point, which is not available for many fluids and geometries.
\Eje]zr Egﬁ:gﬁ:‘tgg @ﬁns}?gﬁ\ﬂ)t lﬁ)llsgfot?;?rﬁ\l/ilous nvestigations ™ cpe, [12] formulated the first cohesive flow boiling method.

Yilmaz and Westwatef6] measured boiling heat transfer toHe introduced a nucleate boiling suppression factor to account for

Freon-113 at near atmospheric pressure outside a 6.4 mm diamg minished contribution of nucleate boiling, as convective boiling

r . : . . .
horizontal steam-heated copper tube. They tested pool boiling cts were increasing V.V'th higher-vapor fraction. The two-
forced flow vertically upward at velocities of 2.4, 4.0, and 6.8 mgﬁrrcr:]h%rruzg}ur?aotggl,ﬂ\(/)vvl?lltgz)illisnnow very popular, has the following
Their data showed that flow velocity improved boiling heat flux; 9

i.e., the boiling curves shifted up with increasing velocity, and the Uio=Cnp+ ey - (1)
peak heat flux increased very noticeably as the flow velocity was forHnb * Hev

increased. In their experiments, the Freon-113 was 4 to 5°C bel@We nucleate boiling heat flux is calculated by

the saturation temperature.

More recently, Huand7], Huang and Wittg8,9] conducted Anb=ShppATs, (2
experimental investigations on the effect of fluid flow and liquid . . .
subcooling on boiling heat transfer. Their data showed that flul§€reéSis a nucleate boiling suppression factor. .
flow and liquid subcooling significantly affect boiling heat trans- Chen used Forster and Zubef3] pool boiling correlation to

fer, including nucleate boiling, film boiling, and critical heatPredict the pool nucleate boiling heat transfer coefficiénp,.
fluxes. The convective heat flux is calculated by

In the present study, experiments were carried out to determine —EnAT 3)
the influence of fluid flow and liquid subcooling on flow boiling Heo 1= 0se
heat transfer across horizontal tubes. Chen’s two-mechanigffere F is a two-phase convective enhancement factor. This
model was used to compare with the data by modifying the mod@lodel assumes that parallel heat transfer mechanisms exist. For
for subcooled conditions. A complete method was developed d@turated flow boiling, the same temperature driving force ,
predict subcooled flow boiling heat transfer coefficients during applied to both nucleate boiling and convective evaporation.
cross flow. Therefore, the flow boiling heat transfer coefficient can be calcu-

lated by

2 Flow Boiling Models dib

- . - .. hfb:_:Sh\bp+Fh|' (4)
The first correlational model for flow boiling coefficients was AT

proposed by Rohsenofit0] as a simple addition of the nucleate ’ ) .

and convective heat fluxes. Rohsend@] assumed that nucleate Chen's suppression fact&was related to an effective Reynolds
flow boiling heat flux could be obtained by adding nucleate podumber for a two-phase fluid, Be which he defined as

boiling heat flux to single-phase forced convection heat flux. The Re,— RqF1% ®)

method requires the knowledge of pool boiling-curves; however,
for forced flow nucleate boiling, heat flux goes well past the critiyeph and Gupt§l4] gave a critical assessment of three types of
cal values for pool boiling. models(the superposition, asymptotic, and enhancement mpdels
- used to calculate heat transfer coefficients of saturated flow boil-

ICurrent address: Heat Transfer Research, Inc., 150 Venture Dr., College Stati(pig in tubes and across tube banks. By comparing the three types
TX 77845. ; At

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF of models, they SUQQESted an asymptotic mOdel for aE)pllcatlon to
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 28:[IJbeS and tube banks-. In their paper, they fitted Chen’s curves for
2000; revision received May 4, 2001. Associate Editor: V. P. Carey. SandF into the following correlations:
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- (6) - — I

S= —6 Rl 17
1+2.53x10 Rq‘lp Test section to the chiller
E=1+ 18)(; 0.79. (7) \ Pressure gauge L — N
Bennett et al[15]improved Chen'’s suppression factor correla- Heaer —>

tion by defining a bubble growth region within the thermal bound- 2. Thermocouples l
ary layer. By using an exponential temperature profile to approxi- Honescomb «—
mate thermal boundary layer within the bubble growth region, from the chiller
they derived an expression for nucleate boiling suppression factc
as Diffuser Flow

k| - meter |

S= hox, (1—e~Kkifhe,Xo)y, (8) pump | ] Iy

1

where Fig. 1 Experimental setup
he, =Fhy. ©)

They used their nitrogen and methane forced convective data for, . .
intube flow to correlate the size of the bubble growth region aSSUbCOO|Ed flow boiling showed thax for subcooled flow boil-
Ing was much higher than that for saturated pool boiling. They

o reached aj,, for flow velocity at 4.8 m/s and liquid subcooling
Xo=0.041 ao—p) (10)  of 100°C at pressure of 500 kPa about 8.5 times as predicted by
9P py Zuber’s pool critical heat flux equation.
Equation(10) has the same form as the departure diameter used

by Stephan and Abdelsalafii6] for correlating pool nucleate 3 Experimental Setup

boiling heat transfer datésee Eq.(16)) except that the contact ) . . .
angle, 8, was left out and it predicts a much lower value than Figure 1 shows the experimental setup for the current investi-
gation. A variable speed centrifugal pump was used to circulate

te working fluid in a closed loop. The fluid passed through an
expansion section, a honeycomb straightening section with
reens on both ends, and a reducing nozzle to get a uniformly

boiling by assuming that the wall superheaAT(,) only applies to istributed, fully developed low-turbulence flow before it entered

nucleate boiling and the temperature difference between the V%? test section. A Dieterich Standard Diamond Il 4-in. annular
and the fluid temperatureA(T) applies to forced convection, OW Sensor was used to measure flow rates in the test section. The

liquid in the closed loop was cooled by a water-cooled Filtrine
Therefore, Eq(1) becomes POC-500 WC chiller with 16 kW cooling capacity. The liquid in
Uib=ShppATs+FhAT, (11) the loop could be cooled to a temperature below 0°C. Therefore,
liquid subcooling as high as 100°C for Freon-113 could be
reached for higher pressure rufup to 510 kPa).

AT=AT+ATgy,. (12) The test section, as shown in Fig. 2, was made of aluminum
with a cross-section of 63.5 mm by 63.5 mm. Two Plexiglas win-
dows were installed at opposite sides of the test section for obser-
vation during the experiments. The heater was mounted horizon-

bundles.
We can extend Chen’s two-mechanism model to subcooled fl

where

Dividing Eq. (11) by Eqg.(12) gives the flow boiling heat transfer
coefficient, based on temperature driving forad;,

Qi AT, tally across the test section. Thin-walled Hastelloy-C tubes, of
hfb=ﬁ=5hnbpﬁ+l:h|. (13) 6.35 mm outside diameter and 0.254 mm wall thickness, were
used as electric resistance heaters, inside which sintered lava cyl-
Different correlations are available for calculating the nucleaiaders were inserted as a heat insulator and rigid body for mount-
pool boiling heat transfer coefficiertt,,, in Egs.(4) and(13). ing thermocouples. The lava cylinder was grooved axially around
Chen used Forster and Zuber4$3] correlation to develop a the cylinder wall 45 deg apart, starting from the lower stagnation
nucleate boiling suppression factor for flow boiling. In the presepbint, to position the thermocouples. Five 38 gage chromel-alumel
study, we use Stephan and Abdelsalafi8] pool boiling corre- with 0.5 mm-dia Inconel 600 sheathed thermocouples were ce-

lation for refrigerants, which is mented in the grooves using Omega CC high-temperature cement.
he d 0581 To establish good thermal contact between the thermocouples and
Nu= nbp :207>€.745( P_v) pP-533 (14) the heater wall, the lava insert was fitted snugly inside the heater
K ] b tube after a thin coat of high temperature cement was applied. The
where
Onpd Enlarged section A-A
KT’ (15)

Hastelioy-Crube  ——
4 Aluminom wall

/ Power connector
Lava insert
Copper
clectrode

Heater \ L» 7

f

Flow

andd is equilibrium break-off diameter or departure diameter of
bubbles and defined as

d=0.1468/—22 (16)
g(pi—p,)

with contact angle3=35 deg for refrigerants16].

By using Stephan and Abdelsalam’s correlation to predict
nucleate boiling coefficients for subcooled flow boiling, we as-
sume that the correlation could be extrapolated beyond the critical
heat flux for pool boiling. Huang and Witte[®] ga data for Fig. 2 Test section and heater configuration

AN
e
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Table 1 Experimental Uncertainties
Measured and reduced parameter Uncertainty range - = — - — - —— —— —- -—
o m T T -
Heat flux +33% - ———— . — — — —
— — ——— - B
‘Wall temperature + 1.5 °C or + 1% whichever is greater 80 | [ &
............... y
R
Fluid saturation temperature +2.2°C f---"""
s — - — —e . _
; €0 - T~
Bulk temperature +1.1°C i . -
-
. ; —
Fluid velocity +3% - — " Thermocouples
40 F
System pressure +7kPa
—e —q=1.021 MW/m?2 (entire surface covered with bubbles)
20 —m— q=0.554 MW/m? (entire surface covered with bubbles)
- -& - q=0.292 MW/m?2 (bubbles in the wake region)
) —® —q=0.167 MW/m2 (forced convection only)
thermocouples were located at the axial center on the heater o

measure the azimuthal wall temperature distribution. Power w 0 ® o 135 180

supplied to the heater from a Gulf Electroquip dc motor-generator ®

set capable of providing up to 1500 amps at 45 volts of dc powgfig 4 wall temperature distributions in forced convection and
nucleate boiling regimes: V=153m/s, ATgy,=59.4°C, p

4 Experimental Data =153.7 kPa

For every flow boiling run, the heater surface was polished and
cleaned with heavy-duty detergent, and then rinsed with water
before it was carefully installed in the test section. The heater
surface was smooth and lustrous. Boiling curve was obtained for ) L o
each Operating condition with flow ratel System pressure, fluid Very hlgh heat fluxes were reached in this |nVeSt|gat|On because
temperature set at desired values, by gradually increasing powéhigh flow rate and liquid subcooling. Figure 3 shows an ex-
supply to the heater, starting from single-phase forced convectiafple ofg-AT; relationship for velocity of 3.03 m/s and liquid
to nucleate boiling until critical heat flux was reached. Heat flugubcooling of 87.7°C at inlet pressure of 348.4 kPa. The critical
was calculated based on the area in contact with Freon-113 dr&#t flux for this condition is about 5.5 times that predicted by
the measured power dissipation in the heater, less a small end-légber’s correlation for saturated pool boiling. It is also interesting
correction that was determined from temperature measuremetatsee that the extrapolation of pool boiling curve by Stephan and
outside the test section. Table 1 lists the experimental uncertafkbdelsalan{16], Equation(14), would roughly predict the nucle-
ties estimated using the Kline-McClintock method. ate boiling portion of subcooled flow boiling if extended beyond
The forced convection data, which agree very well witlzuber’s critical heat flux.
Churchill and Bernstein’s correlation as shown in Figs. 3, 7, and Figure 4 shows wall temperature distributions around the heater
8, were used to verify the reliability of the experimental apparatyer different heat transfer mechanisms and heat fluxes. The bottom
and its instrumentation. Churchill and Bernst¢lv] generated line in Fig. 4 is the wall temperature profile for forced convection.
the following correlation for liquids flowing across a single circua|though the wall temperature was 3.2°C and 4.7°C higher than

lar cylinder, the saturation temperatur@0°C) at operating pressuré&l53.7
hD 0.62 R&2p1L/3 R 1/2 017 kPa)at the locations o#=90deg and 135 deg, rgspectlvely, no
Ny, == —03+ é o7 1/4{1+( il () }(ﬂ) . bubbles were observed. The wall temperature variation around the
ki [1+(0.4/Pp=7] 282,00 Mt heater was relatively high, 21.8°C. The wall temperature at the

front stagnation point §=0 deg) was the lowest, corresponding
We found that Equatioiil7) could predict our forced convection to the highest heat transfer coefficient. The heat transfer coeffi-
data better if a wall temperature correction tefthe viscosity cient decreased asincreased to about 90 deg. The heat transfer
ratio term)was added. Equatiofl7) was also used to calculate coefficient increased at the upper stagnation poiht {80 deg)
the forced convection coefficient), for the two-mechanism caused by the turbulence in the wake of the heater. This tendency
model. is consistent with the traditional local measurements of heat trans-
fer around a cylinder in a normal crossflow with a laminar bound-
ary layer on the front of the cylindéRg=2.4x10* for the con-

2000 ditions in Fig. 4).

For the second line from the bottom in Fig. 4, bubbles were
observed on the wake side of the heater. However, no bubbles
were seen on the front of the cylinder. The temperature profile
became flat on the wake side while the heat transfer behavior
remains essentially the same as forced convection on the front.
The area covered with nucleation sites increased with increasing
heat flux and wall temperature profiles became flatter. The top two
temperature profiles show the conditions with the entire cylinder
covered with tiny bubbles. The bubbles were very small with the
size ranging from 0.4 mm or less. As nucleate boiling became
dominant, the heat transfer coefficient is more uniform around the
heater with very small wall temperature differenc¢esthin 3.6°C
for the top two profiles in Fig. %

A total of seventeen boiling curves were collected with Freon-
113, covering wide ranges of fluid velociti€s.5 to 6.9 m/sjand
liquid subcooling(29 to 100°C)at pressure ranging from 122 to
509 k Pa.

1600 1 —e—V = 3.03 m/s, subcooling: 87.7 K

Pool boiling, Equation {14)

1200 {
—- = —Forced convection, Equation (17)

800 -

Heat Flux, kW/m?

400 1

<« Zubers
/ predicted g,y
-80 -60 -40 -20 0 20 40 60
Tw-Ts K

Fig. 3 lllustration of experimental subcooled flow boiling
curve for Freon-113 with velocity of 3.03 m /s and liquid sub-
cooling of 87.7°C at inlet pressure of 348.4 kPa
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Liquid Subcooling:
<f'_ o8] a A289K 059.1K
s m60.3K 470.1K
S » . A 935K
w 0.6 A A A.A "
c A
g LS ® é 0 Oe . et gip, 4
*
@ 0.4 .
g 0.4 - —EEiennett et al.’s prediction
2 0.2 03 | quation (20)
0.2
0 r
0 200 400 600 800 1000 011
Nucleate Boiling Heat Flux, kW/m? 0 '
1 10 100
Fig. 5 Relationship of S with g, for velocity of 2.85 m /s Nug

Fig. 6 Suppression factor predicted by Equation (20)
5 A New Suppression Factor For Crossflow

The nucleate boiling suppression factor accounts for the SUP{ . . )
pression of nucleate boiling observed in many flow boiling prdh€ size of the bubble growth region. A heat flux term defined by
cesses. Nucleate boiling suppression occurs when the thicknesE®f(15), X4, was required if a pool boiling correlation was used
the thermal boundary layer near a heated surface decreases cafi8éxtrapolated beyond the pool boiling critical heat flux.
by the increase of the flow over the heated surface. This effecttigure 6 shows the prediction of E@20). The suppression
causes wall superheat to decrease, often exposing the heatedféﬁF_Qr decreases with increasing o_f forced convectlon_and nucleate
face to colder fluid that suppresses the number of active nucRRlling heat flux. Gungor and Wintertofi8,19] also included
ation sites. This process can completely shut down nucleate béigat flux in their= andS correlation for flow boiling in horizontal
ing mechanism as convective boiling heat transfer begins ghd vertical tubes, which also indicated lower suppression factor
dominate the flow boiling process. Liquid subcooling also hasf@r higher heat flux. We included Bennett et al.¥5] prediction
cooling effect on the heated wall, which could reduce the nucl#! Fig- 6 by c9nvertmgX_o in Eqg. (8) to d defined by Eq(16).
ation site density. Bennett et al.’s correlatlgn, generateq from their nltrogen.and

Figure 5 shows the relationship of measured suppression facifthane forced convective data for intube flow, over-predicted
with nucleate boiling heat flux for velocity of 2.85 m/s with liquid OUr SUPPression factor for cross flow. The over-prediction could be
subcooling ranging from 28.9 to 93.5°C. The suppression factgfused by the lack of a contact angle in the definitioXof
and nucleate boiling heat flux were calculated by

Umeac FNIAT 6 Comparison With Data
S= hppATs (18) Figure 7 shows the effect of velocity on boiling curves, com-
paring data with the two-mechanism subcooled flow boiling
Unb=0meas— FN/AT. (19) model, Eq.(11), using the newly-developed suppression factor.

The boiling curve moves up as velocity increases for the same
liquid subcooling(59.7°C). The model can predict the data very
well as shown in Fig. 7. Stephan and Abdelsalafii§] pool

g boiling prediction is also shown in Fig. 7 with heat flux limited by
heat flux from Eq.(19). The two-phase enhancement facer, Zuber’s pool boiling maximum heat flux. For the conditions in

was set equal to unity in EqEL8) and(19) for our subcooled flow Fig. 7, the fully developed flow boiling curves can not be exactly

boiling data. i
From Fig. 5, one can see that the suppression factor decrea%%i?sc’;i;ﬁ?lgﬁom the pool boiling curve by Stephan and

as nucleate boiling heat flux increases. No strong effect of liqu Fi 8 sh the boil for diff i d
subcooling on the nucleate boiling suppression factor is shown in Iguré © Snows the boiling curves Tor dilierént pressures an

; S i ; ; ° bcoolings for a velocity of 2.85 m/s, comparing data with the
Fig. 5 with liquid subcooling varying from 28.9 to 93.5°C. Actu-Y - h .
ally, the convection heat flux increases as liquid subcooling hgjodel prediction. Yilmaz and WestwatefX] data for velocity of

creases because it raises the temperature driving far€e,for rf m/ s(clos_e to 2'h85 m/t?]artetﬁlso |n(;:|t|1ded |n|the cogw_ptagsct)n.f
forced convection. In turn, it reduces the nucleate boiling contrT— € comparison shows that the model can aiso predict data tor

bution. The data are more scattered at low nucleate heat flux be-
cause they are near the incipience of nucleate boiling.

In Egs.(18) and (19), the forced convection coefficiertt,, was
calculated with Eq(17), while the pool nucleate boiling coeffi-
cient, hpp,, Was calculated using Eq14) with nucleate boiling

Since the suppression factor calculated from @@®) is not a 1200
strong function of liquid subcooling, we correlate it only as a e Measured heat flux
function of forced convection coefficient and nucleate boiling heat, — — +Predicted heat flux
fIl_Jx. In the development of th& correlation, we also _mcl_uded § 800 4 Pool boiling, Equation (14)
Yilmaz and Westwater’$1] Freon-113 data. The following is the =
newly-developed nucleate boiling suppression factor, X
L
727,0.275 = ¢
S=e 002N "?xq , (20) § 400 V=303m/s - A
where - =Yy 4 zubers
-
b - — 1,53 m/s predicted q,,,,
o : : ; : ;
Nug= K (21) -60 -40 -20 0 20 40 60
Tw - Tst K

is the Nusselt number for the suppression factor, which is the
same non-dimensional group used by Bennett efld] except Fig. 7 Comparison of data for two different velocities with
the cylinder diameted is used as the length scale insteadk@f  subcooling of 59.7 °C to model prediction
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Fig. 8 Comparison of data for different pressure and subcool-

ings to model prediction
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different pressure and subcoolings fairly well, without any sub-

cooling correction to the suppressi

Figure 9 compares all of the present data and Yilmaz and West-
water's data of subcooled flow boiling across a horizontal tube AT =
with the prediction of the two-mechanism model, Etl). A total
of twenty boiling curves were included in the comparison withATg,, =
velocity ranging from 1.53 to 6.9 m/s and liquid subcooling from  u; =
4.5 to 100°C in pressure from 101 to 509 kPa. The model can u,, =
predict all subcooled flow boiling data well, as shown in Fig. 9,
with a mean ratio of predicted heat flux over measured heat flux to
1.02 and standard deviation of 0.17. The discrepancy between the p, =
prediction and Yilmaz and Westwater’s data at high heat fluxes is p, =
probably due to the fact that the critical heat flux is being o =

approached.

7 Conclusion

1 Extensive data of subcooled flow boiling across horizontal
tubes were taken using Freon-113. The data cover wide
ranges of velocity(1.5 to 6.9 m/sind liquid subcoolind29
to 100°C)at pressure ranging from 122 to 509 kPa. A total of
seventeen boiling curves were collected on horizontal tube%] Je

with diameter of 6.35 mm.

2 A new nucleate boiling suppression factor, E20), was de-

on factor of E2D).

9 Comparison of measured heat flux with predicted heat

flux term in Equation(11) by increasing the temperature
driving force or the temperature difference ratio term in Eq.
(13).

3 The modified Chen’s two-mechanism model for subcooled
flow boiling was used to compare with the data. The model
with the newly-developed suppression factor could predict
the present data and Yilmaz and Westwat¢t$ data very
well.

Nomenclature

d = equilibrium break-off diameter, Eq16), m
D = tube diameter, m
F = two-phase convection enhancement factor
he, = convection heat transfer coefficient, WA
hs, = flow boiling heat transfer coefficient, WK
h, = heat transfer coefficient for liquid-phase flowing
alone, W/nt K
h,pp = pool nucleate boiling heat transfer coefficient, Vi/m
K
k, = liquid heat conductivity, W/m K
Nu = Nusselt number
Nug = Nusselt number for suppression factor, as defined by
Eq. (21)
Nu, = liquid Nusselt number
Pr = Prandtl number
Pr, = liquid Prandtl number
0e, = convection heat flux, W/t
am, = flow boiling heat flux, W/m
Omax = Maximum boiling heat flux, W/t
Omeas = Measured total flow boiling heat flux, Wfm
0o, = hucleate boiling heat flux, W/tn
Rg = Reynolds number for liquid flowing alon&(1
—y)D/
Re, = two-phase Reynolds number
S = nucleate boiling suppression factor
T¢ = fluid bulk temperature, K
T, = saturation temperature, K
T, = wall temperature, K
X, = the size of bubble growth region, as defined by Equa-

tion (10)

Xq = dimensionless heat flux as defined by Equatibh)
Xyt = Martinelli parameter

B = contact angle, degree
overall temperature differencé,,—T;, K
wall superheatT,,—Ts, K
liquid subcooling,Ts—T;, K
fluid viscosity, kg/m s
fluid viscosity at wall temperature, kg/m s
angle measured from the front stagnation point, de-
gree
liquid density, kg/m
vapor density, kg/mh
surface tension, N/m

ATg =

0 =
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Introduction velocity fluctuations. In the wall-jet region the effect was slight.

The addition of mist to a flow of steam or gas offers enhancq-ﬂje Nusselt number was found to increase by a factor of 2.7 for

cooling for many applications, including cooling of gas turbine ass flow ratiogsolid/gas)of 0.8.

. - Guo et al[2] studied the mist/steam flow and heat transfer in a
blades[1-3]. The mechanisms of heat transfer enhancement 8, ight tube under highly superheated wall temperatures. It was

clude effects of mist momentum on the gas phase and effectsgig that the heat transfer performance of steam could be sig-
evaporation of the droplets, both directly and via the gas. IRificantly improved by adding mist into the main flow. An average
creased specific heat and lower bulk temperature are also typigahancement of 100 percent with the highest local heat transfer
features of a mist flow. In a mist/steam jet impingement flow, thenhancement of 200 percent was achieved with less than 5 percent
interaction of the droplets and the target wall becomes pronounGgkt. |n an experimental study with a horizontal 180 deg tube
because of the relatively high impact velocity and well definegend Guo et al.3] found both the outer wall and the inner wall of
because the velocity is relatively predictable. the test section exhibited a significant and similar heat transfer

While single-phase jet impingement cooling has been studigdhancement. The overall cooling enhancement of the mist/steam
extensively, few studies have been found on mist jet impingemefibw increased as the main steam flow increased, but decreased as
Goodyer and Waterstofl] considered mist/air impingement forthe wall heat flux increased.
turbine blade cooling at surface temperatures above 600°C. Theylo explore the mechanism of mist heat transfer, interaction of
suggested that the heat transfer was dominated by partial con@eplets with the wall has been studied extensively. Wachters
between the droplets and the target surface, during which tbeal.[7] considered the impact of droplets about @® impact-
droplets vaporized at least partially. A vapor cushion and the elasg a heated surface in the range of 5 m/s. Impinging droplets
tic deformation of the droplets were responsible for rejecting theuld only maintain the spheroidal state with relatively high sur-
droplets. Addition of 6 percent water was found to improve thface temperatures. The required temperature depended on thermal
stagnation point heat transfer by 100 percent, diminishing awayoperties and roughness of the surface as well as the Weber num-
from the stagnation point. Droplet size was found to have littleer of the droplets. In the spheroidal state very low rates of heat
effect for 30um<d3,<200um. flow were observed.

Takagi and Ogasawafé] studied mist/air heat and mass trans- To obtain fundamental information concerning the heat transfer
fer in a vertical rectangular tube heated on one side. They iderpiocesses in spray cooling, Peder§Bhstudied the dynamic be-
fied wet-type heat transfer at relatively low temperatures and pobavior and heat transfer characteristics of individual water drop-
dryout type at higher temperatures. In the wet region the hdats impinging upon a heated surface. The droplet diameters
transfer coefficient increased with increased heat flux. In the pogénged from 200 to 40@m, and the approach velocities ranged
dryout region the heat transfer coefficient increased with dropl@m 2 to 8 m/s. The wall temperature ranged from saturation
concentration and flow velocity and with decreased droplet siZz@mperature to 1000°C. Photographs of the impingement process
Mastanaiah and Gan[&] confirmed that the heat transfer coeffi-showed that even the small droplets studied broke up upon im-
cient decreased with increased wall temperature. pingement at moderate approach velocities. The heat transfer data

Yoshida et al[6] focused on the effect on turbulent structuréhowed that approach velocity was the dominant variable affect-
with a suspension of 5@m glass beads. In the impinging jetiNd droplet heat transfer and that surface temperature had little
region, the gas velocity was found to decrease due to the rebo®igct on heat transfer in the non-wetting regime. The droplet

of beads, accompanied by an increase in the normal directiggformation and break-up behavior for droplets 200 in diam-
eter did not appear significantly different from that for larger drop-

Contributed by the Heat Transfer Division for publication in th®URNAL OF lets. He also found that, for any given parameters in the non-

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 7, ZOOONetting regime, a minim_um Veloc?ty could exist below which the
revision received April 23, 2001. Associate Editor: V. P. Carey. droplets deformed consistently without break-up.
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Fig. 1 Schematic diagram of test section

Chandra and Avedisidi®,10]presented photographs of heptanéeat flux of Joulean heating in the wall divided by the wall to
droplets impacting a heated surface. The relatively la&rgemm)  saturation temperature difference, the heat transfer coefficient of
droplets at We=43 showed sensitivity to the surface temperaturghe second panel is produced. Panel three shows the enhancement,
At low temperature the droplets spread and evaporated whiledsfined as the ratio of heat transfer coefficients with and without
higher temperature nucleate boiling was evident. Above thmist at the same Reynolds number. The cooling effect is signifi-
Leidenfrost temperature the droplets rebounded without any evi-
dence of wetting.

Buyevich and Mankevic11,12] modeled the impacted par- 250 500
ticles as liquid discs separated by a vapor layer whose thicknes: @ Steam Only @ Steam Only
that of the wall roughness. The liquid mass flux was assum O Mist/Steam 4o(bo O Mist/Steam
small enough to prevent formation of a liquid film on the heate 8
surface. Based on the energy conservation of the droplet as wel _ 2%
the flow and heat conduction of the vapor interlayer between t< 8 >
droplet and wall, a critical impact veIOC|ty was identified to deterj e
mine whether a droplet rebounds or is captured. Depending 15 'O
their approach velocity, the impinging droplets are either reflectt ®eg
almost elastically or captured by the heated surface and co o 1o © o o
pletely vaporized within a sufficiently short time. They applied th: Tsat= 105°C Toa= 105 C
model to dilute mist impingement with reported agreement wit 10—~ 1o » s 4 % 5 10 1
experiment. x/b x/b

Fujimoto and Hatt413] studied deformation and rebound of a (@) Wall Temperature (b) Heat Transfer Coefficient
water droplet on a high-temperature wall. For Weber numbers 4
10 to 60, they computed the distortions of the droplet as it fla
tened, contracted, and rebounded. They used a simple heat tr:
fer model to confirm that surface tension dominates vapor prodt 3 q'=7.54kWm?
tion in the rebounding process. Hatta et[d4] gave correlations QO Ee,;i??oso/
of contact time and contact area of the droplet with Weber nur é; .
ber. £

Li et al. [15] presented an experimental study for 1.1 bar stea 0O
invested with water mist in a confined slot jet. Figure 1 is a sch: 1t O o o o
matic of the test article having a slot of width 7.5 mm located i
a flat injection plate. The jet impacted a target wall of length 25 Tsat= 105°C
mm spaced 22.5 mm from the injection plate. The flow sectic %% 4 & 8§ 1o B
had a width of 100 mm and Pyrex walls allowed vision of tht b
heated surface. The droplet velocity and size distribution was c (C) Ratio of Heat Transfer Coefficient
tained by a phase Doppler particle analy@®@DPA). The experi-
mental results are typified by Fig. 2. In the first panel the depreBSig. 2 A typical heat transfer result of mist  /steam jet impinge-
sion of temperature caused by mist is shown. Using the measuneght (q”=7.54 kW/m?, Re=14000, and m,;/m,=~1.5 percent )
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cant near the stagnation point and decreases to a negligible T
amount at 6 jet widths downstream. Up to 200 percent heat trans- y
fer enhancement at the stagnation point was achieved by injecting A
only ~1.5 percent by mass of mist. Direct observation through the Target g
Pyrex wall showed a dry heated surface in the experiment condi- Wall ; y
7
A
]

tions, though no observations were made capable of disclosing the Steam
behavior of individual droplets in brief contact. The purpose of \

this communication is to model the processes of the experiment T / T

and trends with heat flux, mist concentration, and vapor velocity, w ﬂ sat
based on Li et al[15]. )

Basic Assumptions and Model

In mist/steam jet impingement, the droplets will not only influ-

ence the flow and temperature fields of the steam but also may

interact directly with the target wall. In the experim¢h6], water ]

droplets, less than 1am diameter and at concentrations below 5 The commercial code, FLUEN[L7], a solver for the complete

percent, impacted a heated surface with wall superheat belbl@vier Stokes equations using finite volume schemes, has been

60°C at a velocity up to 12 m/s. To model the heat transfer of thed to predict the trajectory of droplets including the determina-

mist/steam impinging jet under these conditions, the foIIowingOn of the impact velocity onto the heated surface. Complete

assumptions and approximations are made in this Study: etails are included in L[18] and Only salient features are in-
cluded here. The domain of Fig. 1 supplied with appropriate

* The wall is sufficiently heated to prevent accumulation ofoundary conditions in the entrance and exit regions was subdi-

Fig. 3 Modeling of heat transfer from wall to droplet

liquid. . . . vided to yield grid-independent results. The turbulent flow was
* The interaction between droplets is ignored, since the averag@deled in several ways, with thee model found to yield sub-
spacing between droplets is large. stantial agreement with the heat transfer results in single-phase

Because the droplet is small, no breakup is considered.  steam flow. This computational model was combined with the
The droplet is at the saturation temperature before enterigpersed-phase option of the program wherein droplets seeded in

the thermal boundary layer. . the entrance region of the flow were tracked and allowed both to
* The droplet has a less important effect on the velocity boungffect the vapor flow and to evaporate in transit through the su-
ary layer than on the thermal boundary layer. perheated layer. The droplets in the flow react with the fluid ac-

-gfding to drag on a sphere at the slip velocity between the droplet

Under these assumptions, the heat transfer of mist/steam X .
P d the fluid, usually very near the low velocity Stokes Flow

impingement is divided into three different parts: heat transf
from the target wall to the steam flow, heat transfer from the targ@YMPtote.

wall to _dr_oplets and heat t_ransfer_ betwee_n the steam and dropletjrect Contact Heat Transfer. According to Buyevich and
No radiative _hea_t transfer is considered since the_: wall temperatyignkevich[11] (B&M model), the droplet will depart from the
is not very high in the current study and it is estimated to be leggall if the impact velocity is below a critical velocity, and stick if
than 2 percent of the total heat transfer. above. The critical velocity given by the B&M model is only
Heat Transfer From the Target Wall to the Steam. Heat 2Pout 0.6 m/s fod=10um, A=0.5um and T, —Ts,~30°C.
transfer due to the steam is modeled as heat convection ofl A means that for the conditions of the current study most of the
single-phase steam flow. Because of the disturbance by dropfdt@plets will stick to the wall. According to the B&M model a
on the boundary layer, this portion is subject to modification gicKing droplet will stay on the wall until evaporated completely.
the heat transfer coefficient of steam-only jet impingement flow. most of the particles stick to the Wa.” and evaporate completely
detailed analysis of this effect must involve the effect of droplefd® €nhancement of heat transfer will be much higher than ob-
on the flow field and the turbulence characteristics. The heat tral g_rved. Therefore the B&M model is found to be inadequate for
fer enhancement through the effect of droplets on the flow h4¥S Study. . .
been assumed to be of secondary importance. Experimental stud-}lg—nhe_ actua}l_ln_teractlon betwgen the droplets_ and wall is very
by Yoshida et al[6]found 170 percent enhancement by adding gg°MPlicated; it includes a continuous deformation of the droplet
percent by mass glass beads of diameter® to the airflow. and is affected by droplet size and surface conditions. In this

Considering the effect of the particles includes boundary lay I'UdY’ the heat transfe_r from wall to_droplet is_modeled simply by
disturbance as well as other cooling effects, the enhancemen ransient heat conduction to a spherical cap with a contact angle of

. : deg based on Gou[d9]and Neumann et aJ20]. The corre-
the single-phase heat transfer due to droplets on the flow is pro- =~ 3 X
jected to be less than 4 percent with a mist mass ratio of 2 percetonding height and base diameter of the cap are 0.464 and 1.608
times the original droplet diameter, respectively. Figure 3 shows
Heat Transfer From the Target Wall to Droplets. Although the basic model §=0.464d. The configuration of the flattened
many studies have been conducted on the interaction of the drdpeplet is assumed fixed until conditions for rebound are estab-
let with the bounding wall, few of these studies can be used lished.
model the heat transfer from the target wall to droplets in the Quasi-steady heat flow to a droplet has been considered by
present study because of the different ranges of droplet size andny authors including Sadhal and Marfi2l] and Sadhal and
flow parameters. Unlike spray cooling, where the droplet momeRiesse{22]. Under some conditions exact solutions may be ob-
tum is supplied by a device, small mist droplets may not be abletamined. In the current work there is a need to include the transient
hit the wall because of the drag force in the present study. Basgdrming of the droplet, as brief contact is anticipated. Since it is
on trajectory analysis, it is believed that larger droplets will hit thdifficult to obtain an analytical solution, this problem is solved
wall if the approach velocity is high enough. Though neglected mumerically by using FLUENT17], with a non-uniform gridr,
trajectory analysis herein, the droplets are subject to the Iifj of 50x50. Assuming a small fraction of the droplet evaporates
“force” of Ganic and Rosenhow16] due to the momentum im- before rebounding, a fixed-geomet(yo allowance for the de-
balance of asymmetric evaporation. A droplet in a temperatuceesase of mass in evaporatjanansient solution is sought with a
gradient near a heated wall is heated faster on the wall side. Turdform initial temperature oT g, the cap surface maintained at
difference in evaporation rate results in a lifting effect estimated f,;, and the basdwall) suddenly raised tol,,. Figure 4(a)
be of minor consequence for the conditions of this study. shows the non-dimensional results for the total base heat@ow
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1.00 " " 1.00 " form in response to the superheat until it reaches a sufficient pres-
sure to repel the droplet. We reason that the pressure must over-
come surface deformatiqexpressed through/d) and supply an

exit velocity (pressure expressed through V) proportional to

the entering velocity of impact. The temperature required to pro-
vide this pressure is that associated by the slope of the liquid-
vapor saturation curve, wherein the required pressure is translated
to a required superheat. Finally the superheat is linearly related to

1 the product of wall superheat and the residence time. Expressed
non-dimensionally, there results
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Fig. 4 Heat transfer process between droplet and wall by di- Here the constant, which depends on the geometry selected for
rect conduction  (Q is the heat conduction from the target wall the heat conduction model, is found by trial and error to be about

to the droplet ): (a) total wall heat; and (b) superheat of droplet. 4.8%X10°2 to agree with the experiment. The effect of impact

velocity is not strong if the Weber number is small. This residence

time is actually an effective value because it simplifies the defor-
in terms ofat/d2. During contact the droplet is superheated in thenation process of the droplet on the wall. The residence time of a
amount given in Fig. é). The heat entering the base and notO um droplet with a Weber number of 1 and a temperature dif-
residing in the droplet as superheat is conducted to the surface &ig¢nce of 30°C is 1.%s. This model is expected to fail at high
is evaporated. There is no reference to the heat of vaporizatioall temperature where the residence time goes to zero. In this
because this quantity is not converted to a mass flow. The surf@@se, however, it is believed that the droplet will still contact the
of the liquid maintained at the saturation temperature implies thagll for at least the lower bound established by the deformation
the evaporative heat flux is included in the computation. For pfocess.

temperature differencel(,—Ts,) of 30°C, the heat conduction in Heat Transfer Between the Droplet and Steam. Heat trans-

tllozn '“g‘f ec;?%z?g?ts\?a?)cﬁz?ezn?sogﬁ dtLoeplsgsE;Cpatli%Sne é?igﬁ; fer between the droplets and steam can be modeled by considering
domain size and shape yields a fas’t yet reasonable result |1oplets as a dlstrlbu.ted. heat sink. The droplets evaporate into the
’ " superheated steam inside the thermal boundary layer and act to

Residence Time on Target Surface. Once a droplet hits the quench the boundary layer. Based on the superposition concept

wall, whether it rebounds from the wall depends on the wall tenthe temperature of mist/steam flow is divided into two paits,

perature and impact velocity. The heat conduction model abowel 1+ T,. Ti(X,y) is the temperature of steam-only flow and

cannot give the essential condition for rebounding. To complefe(y) is the temperature depression caused by the mist.

this model, the residence time of the droplet on the wall must beThe two-dimensional energy equation with a distributed heat

determined. It is conceivable that the droplets may wet the surfa®igk is given as

and stick on the heated wall until a vapor layer forms from nucle- JT JT 2T 2T

ation at the base. Upon formation of this layer the droplet would Col— + pCpv — =Ke—s + Ke—

return to its spheroidal shape and depart. A concept in pool boiling ™ ox Play  TSax® T Cay?

has a waiting time during which the region near the wall becomeg,q |55t term is a heat sink per unit volume to a distributed sur-

superheated to the point where nucleation becomes spontane at temperatureT,,. The coefficient, 8, is equal to

Based on nucleation in a small cavity on the heated surface, Mi e 010/ p1d3)°5 andc i is the mist concentratiofk8? is
mist-’'s misi

and Rohsenow?23] studied the waiting time and provided the . .
following simpvl\([e eltimate: 9 P the hA of the droplets per unit volume witthhd/ks=2 and

ksB2(T—Tsy) is the heat sink per volum&d/ks= 2 is chosen for
1 (Tw— Tsadl ¢ 2 slip Re<1 for most droplets in the current study.
thﬁ Tu— Tsal 1+ 20/ pgHigr o) ) The equation foiT; can be written as

Herer, is the radius of the nucleation cavity. This equation Ty aTy  dTy A
gives a waiting time of about 1js with rc=2um and T, PCoU G5 T PO Gy TRz TRz
—Tsa=30°C. The principal attractive feature of this concept is » .
that the waiting time decreases slightly as the wall temperatdr€" the current study, the boundary conditions Tor include
increases. Because this waiting time depends strongly on the vaftla/dx=0 atx=0 andx=L/2 and fory

- ksBZ(T_ Tsat) . (3)

“

of r. that is difficult to determine, this model cannot be applied T,=T, aty=0 (5)
confidently for the present study. Besides, this model does not 1= w
account for the effects of the droplet size and impact velocity. T1=Tey at y—oo. (5b)

Although the impact velocity was considered, the scale of the ) ) o
residence time given by Hatta et fL4] did not include any wall Solution for Eq.(4) subject to(5) together with flow descriptions.
temperature effect. The reason may be that their experiment Wi4 Produce a result for pure steam. In this work no solution is
conducted at a very high wall temperatgabove the Leidenfrost Presented; rather the result is known from experiment to produce
temperature). If the wall temperature is low, the free-slip boundaRe(X) =0"/(Tw— Tsa) . In[15]the experimental result is shown to
condition used in their study cannot be used any more. This bad@ee substantially with other investigations. In lieu of an analyti-
for time scale will give a constant cooling enhancement for afi@l solution, the following near-wall temperature distribution is
wall temperatures, which is not the case from experiments. TR§Sumed.

Hatta model is expected to be valid as the temperature rises; it _ _ —yhn Ik
should from a Iowgr bound for the contact time. P To=(Tw= Teage Moot Teay ©)

For our selected model it is assumed that the droplet will dethereh is the heat transfer coefficient obtained from experimen-
form into the lens shape of Fig. 3 and remain on the wall mometal study.T,, andh, depend orx.
tarily without wetting gaining superheat according to the transient ConsideringT, is a function ofy only, the equation foil , can
process of heat conduction discussed already. A vapor layer vk simplified as
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d*T, dT, Table 1 Experimental cases

Ks——z—pCpv ———KsBH(T1+ Ty~ Ty =0. 7
Sdy PCp dy BTy 2 sal (7) o ] T | mym, =
» Case | Re | iy | ™CO | o0y | ) | (wimd) | Do
The boundary conditions for E@7) are
1 | 14,000 | 150 125 105 15| 7,540| 25
T,=0 aty=0 andy—-c. (8) 2 | 22500 210 130 105 | L75| 20900 4.0
This equation is first solved without considering the second terf 3 | 22500 | 210 165 105 | 0.75| 20900 1.7
and the result fop3# hy/ks can be given as 2 7.500 105 s 103 33 7540 71
2T _
T,- BTy Tea) (e~Y—eYholks), ©) 5 | 14000 | 153 154 105 15| 13,400 1.8
B (hO /ks
Therefore, the heat transfer augmentation due to mmjstdefined
as —kg(dT,/dy)|y=o/(Tw— Tsa), Can be given b
S(dT2 y)|y_0 (Tw~Tsa) ) 9 y Table 2 Results of the model
h, — (Bks/ho)
T AL koA P i i ? "
hy Bki/hgt 1’ (10) Case rediction Results (W/m?) o Error
. ql" q2" q3" q”lolal (W/m ) (%)
Assume that hy=100 W/n?K, cmis=2 percent anddse/d3,
=10"m~2, a value ofh,/h,=0.069 is obtained. A value far ! 3,000 131 4143 7,274 7,540 | 35
of 10 percent will give a value of 0.269 fdr, /h,. 2 5,250 | 143 15,196 20,589 20900 | -1.5
The effect of the second term,c,vdT,/dy can be evaluated | 3 12,600 | 149 8,504 21,253 20,900 1.7
using Eq.(9). The velocityy, leaving the boundary layer is esti-[—, 1675 | 627 2.746 7048 7540 | 65
mated to be only about 0.25 mm/s by integrating the vapor g - - - - -
erated from droplet evaporation. For the conditions of the el 7497) 317 3,691 13,505 13400 | o8

ample, this results in a value of the second term about 1 percent of
the sink term and is neglected. The solution Torgiven by Eq.
(9) is accepted as an approximation. - ) ) )

The liquid concentration near the target wall might be differer@@se shown in Fig. 2. The predicted results are given in Table 2.
from the average concentration because the droplets cross TR input to the analytical model includlg, Ty, Tsa, My /ms,
streamlines. However, migration of the droplets away from thes well as the droplet size distribution by PDPA. In Tableg?,
wall occurs due to the lift forces and turbulent dispersion makesho(T— Tsa) is the single-phase heat transfer from wall to
the mist concentration more uniform and close to the averaggeam,q; using Eq.(10) is the quenching effect of the mist; and
value. Therefore, the quenching effect of the mist is estimated is the direct heat conduction during the contact time of @.
with the average concentration. Surveys by PDPA support thigm wall to droplet. It can be seen that the predicted results and

assumption. the experimental data have good agreement, especially when con-
o sidering the experimental uncertainty. The relative size of the vari-
Model Validation ous contributions is shown clearly in Table 2 agf}/q; is the

The average heat transfer withilb<<1 is considered. As an heat transfer enhancement ratia,s/hy. The g3 component
example, a distribution of droplet size from the experimentalominatesy; . Both q; andqgz become important in proportion to
study is given in Fig. 5(ajt the jet exit for Re=14,000 and mist concentration.

m, /m¢=1.5 percent. This size distribution, obtained by PDPA
measurement entering the test section, gives the average diameters = .
of d;g=4.7um anddzp=6.4um. By using FLUENT[17], the Prediction of Parametric Effects

droplet distribution impacting the wall is given in Fig(th. For  The general aim of the prediction is to determine the heat trans-
the case cited, it is predicted that droplets less thambwill not  fer due to droplet injection, given wall temperature, Reynolds
impact the wall, which means there is no direct heat conductigpymper, liquid concentration and droplet distribution. Firstly, the
from the wall to droplets. The heat transfer to small droplets igalytical model discussed above requires the droplet size distri-
mainly through the steam. Though not shown there is divergenggtion. Secondly, the impinging velocity and deposition rate on
of the pathlines resulting in diminished droplet flux at the stagnghe heated surface must be known. These can be evaluated respec-
tion point. The impact velocity varies with droplet size and injectyely by empirical equations or obtained by numerical simulation.
tion location and for the case cited it ranges up to 12 m/s.  Thjrdly, determine the heat removal from the target wall directly

Table 1 lists five different cases to be predicted. Case 1 is tB9 the droplets. Lastly, add the heat transfer by the two other

components and obtain the total heat transfer.
The current analytical model can successfully predict the effect

40 5 of various parameters observed in the experiment. When the wall
temperature increases, the heat transfer from wall to steam and
Re=14,000 from steam to droplets will increase proportionally with the tem-
m/m,=1.5% perature difference. However, the heat transfer due to the direct
3 conduction from wall to droplets will change littleompare cases
1 and 5)because the residence time becomes short. Therefore, the

ratio of heat transfer coefficients will decrease, which has been

| || observed in experimental studies. Figure 6 shows the predicted
AL
5 10 15

d,;=4.7um
d,~6.4um

w
=
EN

Re=14,000
m/m=1.5%

3
=3

—_
(=
—_

Droplet Number (107/s)
Droplet Number (107/s)
[\8)

result of the wall temperature effect, given the mist concentration
and impact velocity for 1Qum droplets and a single-phase heat
P — 0 P transfer coefficient of 150 W/fK. As shown in this figure, the
(a) d (um) (b) d (um) droplet impact velocity is an important variable affecting droplet
heat transfer, a trend in agreement with the experiment by Peder-
Fig. 5 Droplet distribution and number at jet exit and on target son[9]. Figure 7 shows the comparison of the model result and
wall: (a) at jet exit; and (b) impacting on target wall  (x/b<1). the experimental data. Here the droplet size distribution measured
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6 6 P depends on the jet velocity as well as the droplet size. Small

—-——— m/m=1% _———

1mpacl= H H H
s 4 mm=2% s Vynrreg =SS droplets always have a small impact velocity if they have enough
[ my/m =5% Ve v, =8mis momentum to reach the wall.
3 s H impact - . . . .
ab 4 \\ i Given wall temperature and mist concentration, if the jet veloc-

hy=150W/m'K

3 ) N, vimpaﬁl =5m/s s; 3
<

hy=150W/n’K
\ m]/ms=2%

ity increases, the heat transfer from wall to steam will increase but
the heat transfer from steam to droplet will decrease due to the
thinner boundary layefsee Eq(10)). The heat transfer from wall

to droplet will increase as more droplets hit the wall at higher
1 1 impact velocity. As a result, the overall heat transfer enhancement
increases when the jet velocity increases. This tendency is verified

0 0 i
0 50 100 150 (] 50 100 150 by experiment.

T -T, T-T,

w sat

hmisl/ho
-~
'

Conclusions

Fig. 6 Predicted _effect of t_he wall temperature on mist _/steam A model for mist/steam jet cooling has been developed and
heat transfer at different mist concentrations and droplet im- presented which considers the total heat flow to be comprised of
pact velocities three components. A single-phase-like heat flow and a boundary
layer quenching effect account for heat flow leaving the surface
6 through the steam. To this is added a heat flow occurring in brief
contacts with impacting droplets.
“ . Heat conduction from the wall to droplets is found to be the
5 \\ V' Experimental Data dominant enhancement mechanism. The quenching effect of drop-
_ lets in the steam flow becomes important when the mist concen-
4 \\ Model Result tration is high. The heat transfer to small droplets is mainly
\ through the steam while larger droplets hit and cool the heated
Experimental Condition: wall by direct heat conduction.
3 V Re=22,500 Because the enhancement increases at lower wall temperature,
\ m/m=0.75% the contact time for direct conduction varies inversely with wall
2 ~o * superheat. A contact time correlation is proposed which, with a
Ve —_— simple conduction model, accounts for the observed heat transfer
~ ] within the experimental uncertainty. The model depends on size
1 distribution, impact velocity and density for droplets, requiring a
dispersed-phase trajectory model.
0 All mechanisms of cooling are proportional to mist concentra-
0 20 40 60 30 100 tion. The effect of vapor velocity is mildly positive on the en-
o hancement. The effect of droplet size has both positive and nega-
T, T, (O tive components and the model has implied predictions but these
are not known from experiment.

hm ist/ho

Fig. 7 Comparison of the predicted result by the model and
experimental data Acknowledgments
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droplets provide greater enhancement. However, this result canppt
be used simplistically because the impact velocity of a droplgﬁjmendature

A = area(m?)

b = jet width (7.5 mm)

6 6 > Cc = mass concentration
. y ¢, = specific heat capacitfd/kg-K)
sp— TWTw30C s;T_ @l 7 d = diameter of dropletum)
4 T T 80°C AT dyo = arithmetic mean diametépm)
. ) . / dsp = volume mean diametejum)
<, P 5% 3 // ds, = Sauter mean diameténm)
: el < s H¢g = latent heatJ/kg)
2 T sowidk 2 2 hy=150W/K h = heat transfer coefficienutq”/(TW—TsaZI(W/mZ-K)
N v =5mjs . v, =5mis hmist = heat transfer coefficient of migtW/m?-K)
d:"f(“;im T =30°C h, = steam-alone heat transfer coefficiéw/m?-K)
w T sat . .
0 0 k = heat conductivitf W/m-K)
0 002 004 006 008 0.1 0 002 004 006 0.08 0.1 m = mass flow ratekg/s)
/
i, ™, P = pressurgN/m?)
Q = heat conductios [,q"Adt(J)

Fig. 8 Predicted effect of the mist concentration on mist /

steam heat transfer at different wall temperatures and droplet q" = heat flux(W/m?)
diameter Re = Reynolds numberd;2b/ us)
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r = coordinate in the radial directiofm)
T = temperaturdK)
t = time(s)
t, = residence timds)
y,v = velocity components i, y directions(m/s)
v; = jet velocity (m/s)
We = Weber number gv?d/ o)
x = coordinate along the target wath)
y = coordinate perpendicular to the target w@af)
a = thermal diffusivity (m?/s)
B = variable defined in Eq3)
A = thickness of vapor layeim)
8 = height of spherical cagm)
u = dynamic viscosity(kg/m-s)
p = density(kg/m®)
o = surface tensioiN/m)
Subscripts
| = liquid phase
s = steam
sat = saturated
w = wall
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Characterization of Particulate
vuaya sivathanu § Erom Fires Burning Silicone
West Lafayette, IN 47906 Flui d s

Anthony Hamins _ , , _ _ _ o _
The optical properties of particulate emitted from fires burning two distinct polydimeth-

George Mulholland ylsiloxane fluids () and M, or MM, where D=(CHj;),SiO and M=(CH3);Si0,) were
obtained using a transmission cell-reciprocal nephelometer in conjunction with gravimet-
Takashi Kashiwagi ric sampling. The specific absorption coefficient of particulate ash from fires burning D
and MM is significantly lower than that of particulate soot from an acetylene (hydrocar-
National Institute of Standards and Technology, bon) flame. Scattering is the dominant part of extinction in fires burning the silicone
Gaithersburg, MD 20899 fluids. This is very different from extinction by soot particles in hydrocarbon fires, where

absorption is approximately five times greater than scattering. Temperatures and particu-
late volume fractions along the axis of a silicone fii®,) were measured using multi-

Robert Buch wavelength absorption/emission spectroscopy. The structure of flilaes is markedly
Dow Corning Corporation, different from hydrocarbon flames. The temperatures and particulate volume fractions
Auburn, M1 48611 very close to the burner surface are much higher than in comparably sized hydrocarbon

flames. [DOI: 10.1115/1.1389057

Keywords: Combustion, Fire, Heat Transfer, Particulate, Radiation

Introduction Light scattering/extinction measurements in silane flames show

Fires fueled by silicones exhibit low heat release rates and ff%hat the particle diameters are rather large, varying from 50 nm to

rity[1,2]. The | heat rel rates make them suitabl 90 nm [5]. Information, however, on the refractive indices,
severityl1,2]. The low heat reléase rates make thém suitable gk 516 needed to obtain specific absorption coefficients are not

various industrial products such as transformer fluids, fire'barr'ﬁ{}ailable In addition, Zacharias] performed measurements at

foam and thermal ablativeg3]. Also, silane and other silicon ; ;
e X ' ! . one wavelength, while two wavelength pyrometry requires ab-
based fuels are being investigated for sub-micron particle synthes J gih Py y red

) . X . 8 ) f rption coefficients at two wavelengths. Refractive indices and
sis[4,5]. In semiconductor industries, silane and its chlorides alg . ific extinction coefficients in the infrared wavelengfhsm 2
used to deposit thin dielectric films on substrates using thermal

| di S f th Ab d i ¢ h to 40 um) for silica aerogel are availablgl2]. However,
plasma dissociation of the vapor. etter understanding of t %taining absorption coefficients from these measurements is not

structure and properties of silicone fueled fires is needed for igaeipie without knowing the scattering to extinction ratio. In ad-
proved fire safety as well as to exploit their potential for particjtion there is no information available in the literature on the

late synthesis. _ _ o __ absorption coefficients in the near infrared region of the ash
The burning velocity6], chemical kinetic§7], and combustion 5rmed during the burning of siloxane flames.

hazardq8] associated with silicones have been studied in recentr,q objective of this study was to obtain the absorption coeffi-

years. In addition, combustion models have been proposed {Qknis of silicate ash in the near infrared region, and to utilize this

polydimethylsiloxaneq9]. The radiative emission fraction andiytormation to obtain the temperature and ash volume fraction in a
ash composition of pool fires burning silicone fluids have beefjjoxane pool fire.

studied by Buch et al[3]. The ash is composed of varying
anjl_c;]unts of carbon dgp_endlng on the |n|t|a_1l fuel strucfdk _ Experimental Methods
e measured radiative heat loss fraction to the surroundings

for silicone pool fires with diameters from 0.1 m to 0.4 m is The specific absorption coefficients of the particulate volume
comparable to those of hydrocarbon flarf@k In addition, longer fraction (referred to here as the ash volume fractiorere mea-
chain length silicon fluids have lower radiative heat loss compargdred using a transmission cell reciprocal nephelometer in con-
to the short chain silicones. The main reason for this behaviibinction with gravimetric sampling. The schematic diagram of the
could be the lower silica ash volume fractions associated with thstrument is shown in Fig. 1. This new measurement method was
long-chain silicone fluids. However, there are very few studiggcently quantified and represents a unique capability for simulta-
that provide information on the ash volume fraction or the tenfleous measurements of the specific extinction and single scatter-
perature distributions within siloxane flames. ing albedo with low uncertaint{13]. The nephelometer is similar

In flames containing particles, obtaining temperature inform#0 the one used by Patterson et fl4] and Mulholland and
tion using either conventional techniques such as thermocoupRyner[15]. The exhaust gas from a 5 cm diameter siloxane pool
or laser based techniques such as Raman Scattering is not ed§iji¢ was mixed with diluting nitrogen and passed through a
accomplished. Temperature and soot volume fraction informatigi@hsmission cell. The specific absorption and extinction coeffi-
in hydrocarbon based fuels have been routinely obtained usifi§nts for particulate from fires burning two polydimethylsiloxane
intrusive emission/absorption pyrometi0,11]. The crucial in- fluids (D, andMM) were obtained wher® ,= ((CH;),SiO), and
formation required to obtain temperature and ash-volume fracti®iM = ((CH3)3Si0,),. The optical cell was oriented vertically and

from siloxane flames is the specific absorption coefficients of tH® Significant deposition of particulate onto the glass walls of the
particulate. nephelometer occurred.

The extinction (/1,) of a He-Ne laser was measured using a
Contributed by the Heat Transfer Division for publication in th®URNAL OF detector. The llght scatt_ered by.the partlcles "’_"0”9 the Optlcal path
HEAT TRANSFER Manuscript received by the Heat Transfer Division February eWVas §1|§O me.asured using a wide angle cosine sensor, Wh0§e re-
2000; revision received November 3, 2000. Associate Editor: Y. Sivathanu. ponsivity varies as the cosine of the angle between the incident
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Fig. 1 Schematic diagram of the transmission cell reciprocal

nephelometer Fig. 2 Experimental arrangement used for multi-wavelength

transmittance measurements

radiation and the normal. The mass flux of particles through the
transmission cell was obtained by collecting and weighing t
particulate on a filter.

The spectral mass specific extinction coefficiery, () of ash
particles is given by

hfﬁm diameter heated tube. Figure 2 is a schematic drawing of the
experimental configuration. The radiation emitted by a mercury

arc lamp was collimated through a stainless steel tube, and fre-
quency modulated using a mechanical chopper. The radiation tra-

In(r,) IN(W/1y) versed a 10 mm path in the flame, and was then split into three
Ky m= Mo = (1) parts using two beam splitters. The parts were incident on three
oomL mL photo-detectors, which had narrow band pass fi{fali-width

wherer, is the spectral transmittande js the length of the trans- half-maximum of 10 nmin front of them centered at 700 nm, 800
mission cell, andn is the mass concentration of particulate. Th&@M, and 1000 nm. The detected signal was phase-locked using a
extinction coefficient is composed of two parts, the absorptidﬁck-ln amplifier to eliminate the emission dqe to radiation from
coefficient @, ) and total scattering coefficientr( ,). The total the flame. The data was stored at 100 Hz usind\é&D converter

scattering coefficient is given by and a personal computer. o
The conditional mean of extinction at 800 nm and 1000 nm,

conditioned on the extinction at 700 nm was calculated from the
measurements. The ratio of the natural logarithm of the extinction

) ) . o was used along with E@1) to obtain the modeled spectral depen-
where 6 is the scattering angle defined by the direction of propatence ofx, as

gation of the incident beam and direction of the scatter be&is, "
the azimuthal angle varying from 0 tazZor a fixed 6, and o(#, In(7y2) _ K2 (M
¢) is the scattering function. The total scattering coefficient was IN(my1) K1

4)
A
obtained by calibration with the non-absorbing aerosol dia- . o . . -
ctylphthalate(DOP) for which the scattering and extinction coel‘-Qrhe ratio of specific absorptiotemission)coefficients was as-

ficients are equal. From the light extinction measurement, the Capme_'d_ to have the same wavelength dependen_ce as the extinction
bration factors for the light scattering measurements was obtai t‘eqlefflment: T.h's ratio was subsequently_used in the two wave-
[15]. A combined expanded measurement uncertainty of approgi9th emission measurements along with Et). to obtain the
mately 6 percent is expected for the absorption and scatteri gal temperaturé;LO]. The local ash volume frac.uorw) in the
coefficients based on a detailed analysis using the transmissioh POC! Was obtained from HeNe laser light extinction measure-
cell nephelometelrl5,16]. All uncertainties reported in this papelments
represent the combined standard uncertainty with a coverage fac- —In(7)
tor of 2 equal to two times the value of the standard deviation v g
[17]. Uncertainty due to laser drift in the transmittance measure- Kx,mb-p
ment was less than 1 percent. wherep is the density of particulate, arid is the length of the

The above procedure provides an estimate of the extinctipnobe volume. The density of silica adlaken to be equal to that
coefficient («, ) and the absorption coefficienay ,,) at 632 nm of bulk amorphous silicawas taken to equal 2200 Kgfnbased
for the silicate ash. The temperatuf® and the volume fraction on the study by Zeng et dl12].
of the ash particulate in a 10 cm diameter pool fire burning silox- Particulate was collected using iso-kinetic sampling for subse-
ane was measured using three-wavelength absorption/emissjoent analysis using TEM. Samples were collected in the flame
probe measurements, similar to the techniques described by St10 cm above the fuel surface on the central pxébove the
vathanu et al[10] and Choi et al[18]. Utilizing the measured flame in the plumé~20 cm above the fuel surface on the central
emission intensity at two wavelengtkiZ00 nm and 800 nm), the axis), and in the liquid fuel bed from a 10 cm diameter steadily
temperature of the ash particulate can be obtained as burning pool fire ofD,. Samples collected in the fuel were dis-

5 persed in methanol and subjected to sonic treatment for 10 min.
he/1 1 / In{(suxz)( I)o
sz)\i A1

il B ®) The dispersion was dropped onto a carbon coated Cu grid for
KNy Ny ' TEM analysis. Samples collected in the flame were not subjected
wheree, is the specific emission coefficient, which for an arbi
trary volume in thermodynamic equilibriutand in the absence of

to a liquid medium or sonic treatment. Samples were also sent to
testing laboratories for elemental analysis.

self absorption within the volumeés equivalent to the absorption . .

coefficient,a, [19].1, is the measured spectral radiation intensit;ReSUHS and Discussion

at wavelength), h andk are the Planck and Boltzmann constants A sample TEM photograph of silica ash collected in the plume

respectively, and is the speed of light in vacuum. To obtain theof a 10 cm diameteb, flame is shown in Fig. 3. The primary

temperature using Eq3) an estimate of the ratia,;/a,, (or particles have fused together to form clusters of various sizes.

equivalently,e,;/e),) is needed. However, the transmission celDnly a few primary particles are seen. Figure 3 shows that the

nephelometer provides an absorption coefficient only at one waygimary particles vary in sizes ranging from 20 nm to 300 nm.

length. Therefore, the ratia,/a,, was obtained as describedLarge primary particles were typical of particulate collected

below. throughout the fire including within the flame, above the flame in
Multi-wavelength transmittance measurements were conductib@ plume, and in the liquid fuel bed. The largest primary particle

above a burningpre-vaporized)stream ofD, exiting from a 5 sizes were approximately 500 nm for samples collected from the

27 [
Trm= J J (0, ¢)sin 6dod ¢, )
0 0

®)
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Fig. 4 Conditional mean and RMS of spectral extinction

2 to their relatively minor role in hydrocarbon fires. For hydrocar-
KU X2eK bon fires, there is some controversy on the variation of refractive
indices with theC/H ratio of the fuel[20,21], however, the maxi-
Fig. 3 TEM data obtained in the plume of a 10 cm diameter D, mum v_ariation for the extinction or the abs_orpti(_)!’] coef‘fic_ient is
fire approximately 30 percent. For the fires burning silicone fluids, the
variation of extinction and absorption coefficients with C/Si ratio
is very high. The specific absorption coefficier, () of MM,
which has an initial C/Si ratigby mass)of 1.29 is 0.18(*+6
%ercent)mzlg, whereas that oD, (initial C/Si ratio of 0.86 is

liquid fuel. This is a much wider distribution of primary particle

sizes than observed in soot particles. Clusters of primary partic 89 (+6 percent)m?g. Elemental analysis of actual particulate
of approximately 100 nm to 200 nm form the bulk of the particué(,mwe cgllected fror?] the, plume an()j/ from theD fSeI bed

late ash. The clusters are linked to form aggregates of sizes r lded a C/Si mass ratio of 0.24-26 percentiand 0.23(+19
ing from 1 um to 3 um. The cluster and aggregate sizes an% : PP

- . : t), tively22,23]. The fact that th I f the C/Si
shapes are similar to those observed in soot particles, although grcent), respectivell? | The fact that the value of the I

. icl I hi o for samples taken above the flanie the plume)and
primary particles are generally much larger. samples from the fuel bed were nearly identical suggests that the

'S ratio does not vary significantly throughout the flame. Par-
Aiclilate samples from théIM flame would presumably yield

~ somewhat higher values of the C/Si ratio. Therefore, to model the
radiative transfer in flames burning silicone fluids, the specific
sorption and extinction coefficients have to be measured for
ch individual fuel. The specific extinction coefficient of 764

@ercent)mzlg for the acetylene soot is much higher than the value

silicate ash is also shown in Table 1 and is approximately folifyained by Dalzell and Sarofifi24], but is within 2 percent of
times larger than that of the hydrocarbon soot particles. This MY value reported recently by Zhuyet E16].

be due to the small imaginary component of the refractive index-l-he second set of measurements conducted for this study in-

of silica compared to that of soot. Therefore, scattering has, 8)eq multi-wavelength extinction measurements performed on a
major role in the radiative transfer in silicone fluid fires comparegglOO mm diameter pool fire burning,. Simultaneous extinction

measurements at 700 nm, 800 nm, and 1000 nm were conducted
using the experimental arrangement shown in Fig. 2. The radiative

mission cell nephelometer f@,, MM, and Acetylene. The spe
cific extinction coefficient k, ,) of the silicate ash fronb, and

MM is approximately 5 and 2.5 times smaller than that of so
particles from acetylene flames. In addition, the scattering albe 9
(the ratio of the scattering to extinction coefficieat,/ «,) of the

Table 1 Specific extinction, absorption, and scattering coeffi- fraction from this pool fire is approximately 30 percgBi. The
cients and their uncertainties obtained from the transmission measurements were obtained at a height of 5 cm above the burner.
cell nephelometer The conditional mean and the conditional RMS of extinction at
Fuel K3, (m/g) 2y m (m/g) G1.m (/) o) /xa 800 nm and 1000 nm, conditioned on the extinction at 700 nm are
Ds 17:8% 018£6% 152%6% 090£10% shown in the top and bottom panel of Fig. 4. The mean extinction
MM T0EE% 0910 % T1126% X TESTIR at 800 nm and at 1000 nm increases linearly with the extinction at
Acetyion T I ETeT TR 700.nm. The conditional RMS of extinction at 800 nm and 1000
nm is less than 7 percent of the mean. Therefore, the measure-
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1095
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Fig. 5 Mean temperatures along the centerline as a function of

distance above a 10 cm diameter D, pool fire. Measurements

from a 10 cm heptane pool fire are also shown  [18]. Fig. 7 PDF of ash volume fraction at an axial location 2 cm

above the 10 cm diameter pool fire burning D,

ments can be used to obtain a reasonable estimate of the speéined, which also have fuel bound oxygen. Radial profiles in the
dependence of the extinction coefficients, using &g. Results siloxane flame are expected to show steep gradients only near the
obtained using a linear regression fit to the data and(&qgare flame edge.
shown in Fig. 4. The spectral extinction coefficient varies in- The time-averaged particulate volume fractions as a function of
versely to the 1.13 power of the ratio of wavelengths between 7@&ation on the axis of th®, pool fire are shown in Fig. 6. For
nm and 800 nm. This information was used in E}).to obtain the comparison, measurements from a 10 cm heptane pool fire are
local temperatures in thB, pool fire. also showr{18]. At an axial location 2 cm above the burner, the
The mean temperatures along the axis dDa pool fire are mean soot volume fraction is less than 0.1 pfamuL/L) for the
shown in Fig. 5. The measurements were obtained at three atiaptane pool fire. On the other hand, the mean ash volume frac-
locations. For comparison, the mean temperatures along the dios at 2 cm above the burner is 26 ppm for g pool fire. The
of a heptane pool fir¢18] are also shown in Fig. 5. The poolmean soot volume fraction increases from a value less than 0.1
diameter in both cases was 100 mm. The mean temperatures appm (=10 percentiat an axial location of 2 cm to approximately
axial location of 2 cm are approximately 1620(k100 K) and 0.5 ppm (+10 percent)at an axial location of 12 cm for the
1020 K (%50 K) for the D, and heptane pool fires respectivelyheptane pool fire. This is the expected soot structure for a diffu-
This difference is in contrast to the similarity in the calculategion flame. However, the ash volume fraction decreases from ap-
adiabatic flame temperature determined using the NASA Cherproximately 26 ppm at 2 cm, to 15 ppm at 10 cm for g pool
cal Equilibrium Codd 25] for the D, and heptane flames, whichfire. The existence of high levels of particulate volume fractions
equals 2370 K and 2290 K, respectively. The heptane pool fire hasd high levels of temperatures close to the surface explains the
a fuel rich zone close to the burner, leading to lower temperatursgnilarity in the radiative heat loss fractions of silicone and hy-
The structure of the heptane pool fire is similar to a laminar difirocarbon based pool fires, despite the very low emissivity of
fusion flame. On the other hand, the mean temperature close to $iieate ash in comparison to soot. Both the temperature and soot
surface of theD, pool fire is much higher, and the temperatureolume fraction profiles confirm that a flame burning siloxane has
profile resembles that of a partially premixed flame. This effeet very different structure as compared to a flame burning a hydro-
could be due the fuel-bound oxygen preserDipparticipating in carbon fuel.
chemical reactions close to the fuel surface. Visual photographsThe probability density functiotPDF) of ash volume fraction
show that the heptane pool fire bulges outwards, whileRhe at a height of 2 cm above the burner for tbg pool fire is shown
pool fire necks inwards. This structure is similar to alcohol podh Fig. 7. The ash volume fractions at 2 cm above the burner range
from 2 ppm to 50 ppm, with a mean value of 22 ppm, and a RMS
value of 11 ppm. This indicates that the flow is turbulent very
close to the burner surface. This behavior is different from hydro-
"w—— - carbon pool fires, where the PDF of soot volume fraction close to

_ r ® Heptane the burner surface typically shows a lognormal distribufi®6].
% r A A D,
g r 3 Conclusions
§ i A ] The major conclusions of the present study are:
=] L
Ea 1k i 1 The specific absorption coefficient of ash generated from
E E ] flames burnind, is 30 times smaller than that of soot generated
S .}.,'/0—’/“——' ] from flames burning acetylene.
2 1 2 The specific absorption and extinction coefficients of the ash
01—t from fires burning silicone fluids increase significantly with in-
0 5 10 15 creasing C/Si ratio of the fuel.

3 Scattering in fires burning silicone fluids is the dominant
mechanism for light extinction.
Fig. 6 Mean particulate volume fractions along the centerline 4 The structure of fires burning silicone fluids are different
as a function of distance above a 10 cm diameter D, pool fire. ~ fom those burning hydrocarbons in that higher temperatures and

Axial Position (cm)

Measurements from a 10 cm heptane pool fire are also shown particulate concentrations are observed very close to the burner
[18]. surface. The higher particulate concentrations and higher tempera-
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tures in fires burning silicone fluids lead to the same radiative heat__ Disilane-Oxygen-Nitrogen Flames,” Combust. Flar8&, pp. 317-324.

loss fractiongas hydrocarbon flamgslespite the lower emission

coefficient of silicate ash.
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1 Introduction tion and radiation to the inside of the crucible and then by con-

Silicon carbide substrates are needed for electronic and op éjﬁcetlrogérrtagflfiﬂgr}nzrg?v::;l;)ﬂconvectlon to the SIiC charge and

electronic devices involving high temperature, intense radiation,.l.he rowth process consists of several sl@bs]: (a) vacuum

h_igh frequency and high power. Commercially available Si%e ass?ng staglgoe—a low gas pressure’?]%){jgd]a(n Zevacuation
single crystals that. are used .to prodyce these substrates, ratr(l,ﬁ;%perature (1073KT<1273K) are applied to reduce the
fr_om 25 to _75 mm in diameter; experimental growth of 100 m ackground nitrogen contaminationb) preheating stage—
diameter SiC crystals has also been reported recently. The qualiy,herature is gradually increased in high-purity argon environ-
of these crystals, although improving, remains an important issyg nt (apout 16 Pa)to the growth temperature and stabilized to
Of pa_lrtlcular concern are the mlcroplpé._vsormho_les_)ar_]d defect ;chieve an optimum\T between the source and the seéd;
density[1] that occur during the deposition of SiC inside a seale%wth stage—a programmed pressure reduction is used to
enclosure, at temperatures above 2300 K and pressures belpwieve low-defect nucleation and uniform epitaxy on the oriented
2.66x10" Pa, by a physical vapor transport technique using thgsed crystal (argon pressure is decreased to <}0<2.66
modified Lely-method2,3]. The process involves sublimation ofy 1 # Pa) [6], and boule growth beging) cooling stage—the

SiC from a hot powder source, transport of vapor through an ingmperature is gradually reduced after the growth is completed.
gas environment, and condensation on a seed that is colder th@@ difference of temperature between the charge and the seed
the source. The deposition continues until a bulk crystal of reguring the growth stage depends on the system configuration, and
sonable size is grown. is considered critical to the crystal quality. According to Lila/,

A typical SiC growth system consists of an RF copper coikiC dissociates completely into liquid silicon and solid carbon at
quartz tube, graphite susceptor, graphite insulation, crucible, and- 3150 K, and, therefore, the growth temperature must lie below
some other componen(sig. 1(a)). The graphite crucible is filled 3150 K. Various growth systems used by the industry employ
with a SiC powder charge, and a SiC seed is placed on the bottdifferent growth temperatures depending on the temperature gra-
of the lid of the crucible as shown in Fig(d). The seed is cooled dient in the growth chamber, and a lower growth temperature is
by heat loss through a hole in the upper portion of the graphitsually associated with a higher temperature gradient and a lower
insulation. The SiC charge is heated by using RF induction he@ressure of the inert gas. Basically, different companies have de-
ing that is generated by passing a radio-frequency current, e.g.,vetoped different recipe&combination of induction coil location,
kHz and 1200 A, through the coil. The time-harmonic electromademperature differential measured by two pyrometers as shown in
netic field induces eddy currents in the graphite susceptor that fdg- 1(b), and the gas pressufey the growth based on trial and
a high electrical conductivity, and heat is generated. Generally, tREOT €xperiments and post-process crystal characterization.
electromagnetic wave is suscepted in a tfskin) depth of few The thermal distribution inside the growth system is determined

millimeters, and the heat generated there is transferred by condf¢-2 COmplex interaction among the radiation, conduction and
convection heat transfer in different material phagges, solids

Contributed by the Heat Transfer Division for publication in th®URNAL OF and porous medjaAlthough convection may be weak in smaller

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 1growth systerr_ls, it may become important in larger systems, e.g.,
2001; revision received April 9, 2001. Associate Editor: R. L. Mahajan. for 100 mm diameter boule. Mass transfer from the source to the
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growth temperature is reduced from 3000 to 2000 K. They subse-
0 quently produced ingots of 8 mm diameter and 8 mm long at
l about 2073 K in 0.013 to 0.13 Pa vacuum; the axial temperature

Cumnpeueuts
SIC Seed -

e 'w_' gradient amounts to about 30 deg/cm with the growth rate up to
;""‘* . 1.6—2 mm/h.
Croiie CrmmmeimMuletion ;’ Barrett et al[4] grew a single crystal of 2025 mm area from

a Lely grown platelet of X8 mm area at reduced pressures of
266 Pa with a temperature gradient of 20—35 K/cm, the tempera-
ture measured by a pyrometer within a cavity, which was extended
; to within 5 mm of the SiC seed, ranged from 2000-2100 K. Later,
Barrett et al[5] grew a 40 mm diameter single crystal boule using
b ;/ a 25 mm wafer seed in a 40 mm diameter growth cavity at a

el e // //9' %/’7/// L pressure of 2666 Pa and a source to se&df about 100 K. The
. ///% i 4} e average growth rate was observed to be 0.9 mm/h over a 58 h
- L]

7|

period. This group of researchers of Hobgood efH)]also grew
6H-polytype SiC single crystals with diameters up to 50 mm and
lengths up to 75 mm, at growth rates of 0.25 to 1 mm/h, argon
pressure of 2666 Pa, and seed temperature of 2373-2473 K. Au-
gustine et al[11] also succeeded in growing 50 mm diameter
silicon carbide crystals using the argon pressure up to 4000 Pa,
T Dﬂ"”"’" YEa b and the growth temperature up to 2398 K. Tsvetkov ef#2]
4 e produced boules of 50—75 mm diameter with the background gas
SIC 580 ] \ / L pressure ranging from 13,333 Pa to less than 133 Pa. Powell et al.
" iy bl [13] expanded the single crystal area in a boule up to 50 mm
Poiy ;..:;"“ - 'b, ¥ diameter with the aid of modeling software. A detailed review of
I the growth techniques and characterization of SiC crystals has
been presented recently by Dhanaraj e{ B4.].
Modeling has been used by several groups of researchers to
v develop basic understanding of physical phenomena and improve
el the SiC growth process. Hofmann et [dl5,16]modeled the tem-
o perature distributions for growth temperature of 2473 K and sys-
tem pressure of up to 3500 Pa. Pons ef&B]calculated both the
o o electromagnetic field and temperature distribution, and found that
-1 ‘EJ:EL}.".“W the calculated temperatures for the seed and powder surface, 2920
(o] e — o K and 3020 K, were much higher than the external temperatures
Ingalatin -+~ r I I measured at the top and bottom of the crucible, 2390 K and 2500
A | i K, while the maximum temperature of the insulation foam on its
Hort | periphery was about 1000 K. They have reported the total pressure
T_.;_/BNIE{ME I around 4000 Pa and the growth rate of 1.55 mm/hliédet al.
E Mo o [17]also calculated the temperature distribution in the inductively
- heated SiC growth reactors with the temperature of 2373-2673 K,
(B found that the temperature in the powder was highly non-uniform,
and predicted a radial temperature variation of 30-50 K along the
powder surface.

Schematse [Magram of Belk SiC Growth Temprralure G rsicas

(a)

BI, L. 5C,

o o ©

Fig. 1 (a) Schematic of a RF heated furnace for PVT growth of

single SiC crystals and key physical phenomena associated Ma et al. [18] performed an order-of-magnitude analysis of
with the process; and  (b) geometry of a SiC growth system with various process parameters, and used a one-dimensional network
5 turns of coil model and two-dimensional finite-volume model to predict the

temperature distribution in a 75 mm growth system. Chen et al.
[19] proposed a kinetics model for SiC vapor growth, predicted

seed crystal is highly sensitive to temperature distribution, whi@©Wth rate as a function of temperature, temperature gradient and
is determined by diffusion, Stefan flow, buoyancy force and radid1€rt 9as pressure, and obtained growth rate profiles across the
tion. The rate of growth at the interface depends on the interplg§®d Surface from the temperature distribution in a 75 mm growth
between the surface kinetics and mass transport. Chemical reg¥stem. A detailed discussion on process physics and modeling of
tion also plays an important role. SiC growth can be found in Chen et §20]. _ _
Several different configurations of SiC growth systems using In spite of several publications on SiC growth simulations,
modified Lely method have appeared over years. Tairov and T8any aspects of this process remain unclear and cannot be pre-
vetkov [8,9] were the first to use the seeded method to produgcted using the existing models. First of all, the models reported
SiC single crystals. In their experiments, single-crystalline platgus far cannot accurately predict the growth rate. Secondly, there
lets of SiC with {0001} faces were used as seeds. A charge & a remarkable controversy with respect to the possibility of
polycrystalline silicon carbide synthesized from silicon and cagrowth at elevated inert gas pressures. Some experiments indicate
bide of semiconductor purity was used as the source of vapor ahét the growth can be performed at high pressures, such as at
was placed either around a thin walled graphite cylinder or insi®§666 Pa(200 Torr) [6] or even at 1 atni8], but the published
it. They also obtained good results by inserting the charge intonzodels predict suppression of growth with an increase in the inert
crucible that was made of a solid graphite cylindrical block bgas pressure. It is therefore important to develop a model that can
boring a hole. The ingots were grown in the temperature range déscribe the SiC growth as a function of inert gas presgwite-
2073 to 2873 K at partial argon pressures of 0.013 foPd They out a restriction of low pressurelt should be noted that majority
calculated that the amount of silicon carbide grown per unit mas$ experimental studies consider only low-pressure growth; how-
of the graphite heater evaporated is increased 4.5 times when ¢ier, it is desirable to examine the growth phenomena at high
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pressures. Thirdly, all previous model calculations are valid fdikble 1 Advective flow parameters for two different operating
only specific growth chamber designs and do not present geneieditions
effects of the governing parameters. U(uws) | D (m%s) o kgm®) | o Pe
The primary goal of the present work is therefore to develop
coupled, high-resolution transport model to predict the electr
magnetic field due to RF heating, heat and mass transfer in {2900K, 26666 Pa | 0.0199 3.98x10™ | 441x107 1 25
growth system and rate of growth based on growth kinetics ar=
chemical reactions. The model proposed here can be used for both
the low-pressure and high-pressure growths to investigate the ef-

fects of current and coil position on temperature distribution and h hal | d duri he d . he h ’

growth rate profile. Simulations have been performed for a rangeT e fent ﬂa Py :je eased during the epozltlcr)]n, t g'. eat r:rans er

of parameters to study the effects of gas pressure. y Stefan flow(advective mass transpprand the radiative heat
transfer can be estimated using the following simple equations,

2600 K, 2666 Pa | 0.178 216x10° | 492x10° |1 041

Qiatent= PsicCsicAsicAHys (5a)
2 Mathematical Model Qstefar= PsicCsicAsicCpA T, (5b)
2.1 Heat Transfer Scale Analysis. It is important to first QradizSASic(T(Téharge— T;‘ee . (5¢)

examine the strength of various parameters in a SiC growth sys- )

tem. One way to perform such analysis is to consider the opefe?’ @ set of typical values, such as the growth rateGafc

tional conditions of a typical system, e.p=0.001Pa andr =1 mm/h, a diameter of 50 mMMA\T=30K, £=0.8, andTseq
=1073-1273K during the degassing stage: 10° Pa andT = 2900 K, Qutents Qstefan@nd Qraq; are estimated as 0.01 W and
=2600-3100K during the preheating stage, as welpastoo 0-1 W, and 1000 W, respectively. Therefore, it is reasonable to
— 26,666 Pa and = 2100—2900 K during the growth stage. conheglect the enthalpy change due to condensation and heat transfer

sidering the argon gas as an ideal gas, its density can be estim%étefan flow, at least for the global study of temperature field. It
from p=pM/RT, the Prandtl number from should, however, be noted that the Stefan flow is important for

mass transfer and growth rate, and a small change in temperature

MCp gradient near the deposition surface can change the growth kinet-
Pr:T’ 1) ics significantly. These effects can be considered by developing a
hybrid numerical modeffine resolution near the interfacéBeing
and Grashof number from the first comprehensive study of the problem, these secondary

p2gBDAT  p?gD? AT effects are not considered here, and may be analyzed in the future.
Gr= I (2) 2.2 Electromagnetic Field. The electromagnetic field pro-
duced by RF induction heating can be calculated using the Max-
whereD, is the diameter of the crucible, and the isobaric expanvell's equations and the generated power in the graphite susceptor
sion coefficient of an ideal gas can be predicted by employing the principles of eddy current. For
14 1 low frequency <1 MHz), the Maxwell's equations can be sim-
_%_ Z plified using the quasi-steady state approximations. Assuming that
pdT T the current in the coil is time-harmonic, the magnetic flux density
. can be expressed as the curl of a magnetic vector poteBtial,
Under the process conditions of gas pressure Bfl6' Pa, =V XA. The Maxwell equations can then be written in terms of
growth temperature of 2900 K and temperature difference of ’\39

K, the Prandtl number is obtained as 0.66 while the Grashof num-e vector potentiald [22,23],

ber is estimated to be between 3 and 24 for the crucible with an 1 PPA JA
inner diameter of 50—100 mitfor the growth of 25—75 mm di- VX M—VXA tem oz T = e (6)
m

ameter crystals, current industry standaid is evident that the
heat transfer by buoyancy flow in the present industrial growtdhereur, is the magnetic permeabilitg,, is the permittivity,o
system can be considered negligible. The buoyancy effect, hoiw-the electrical conductivity, andl.; is the current density in the
ever, may become important if the chamber diameter or heigtqil. If the coil and the electromagnetic field are assumed axi-
increases by even a factor of two since the thermal conditions$simmetric, both the magnetic potential vectéy,and the current
the growth chamber can induce complex buoyant flows, combi@lensity,J.q;, will have only one angular component with an ex-
ing both Benard convection and vertical boundary layer flows. ponential form, such as,

If the leakage and diffusion are neglected, the advective veloc- 0 0
ity of SiC vapor flow can be estimated from

A={ A +cct, J=1 Joe'!+ccy, @)
U= psicGsicAsic/ @pgadgas: (3 0 0
wherea is sticking coefficient, and\sic is the growth area. This wherei is the complex unitw is the angular frequency, arat
leads to the mass Blet number denotes the complex conjugate. The final equation for vector po-
Pe—UL/D, @ tential, Ay, is obtained by substituting Eq7) into Eq. (6) [24],
e . . ? 19 1 &\ A ,
where the diffusion coefficient can be obtained frob St —— 5+ || —| temw?Ar—iwo A= —Jp.
=Do(T/To)"(po/p) [21], with Dy=5%10"6~2x10"*m?/s, n greror rt o 9z%)\ pum
=1.8, Ty=273K, and pp=1atm. D, is chosen as 5 (8)

X 10" ® m?/s for low temperature SiC growth, and<11l0 > m?/s  The second term in the left side of the above equation is negli-
for high temperature SiC growth19,20]. Using Dy=1 gible. The following boundary conditions can be used to solve the
X 10" % m?/s andL =50 mm, the advective velocity, diffusion co-above equation,

efficient, density and Rtet number are obtained as shown in _ _ 2. o

Table 1 for two operating conditions, one with a low growth tem- Ao=0, atr=0, and (r°+z%)—, ©)
perature and low gas pressure, and another with a high growthich are based on the conditions that magnetic flux derjtig
temperature and high gas pressure. axi-symmetric, and the computational domain is sufficiently large.
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il =0, atr=0 13
=0 atr= (23)

is a good approximation. However, if the system becomes large
(for large diameter growjhsuch that convective effects cannot be
neglected, the insulation materials and graphite properties are not
homogeneous, and/or the power supply fluctuates, then the three-
dimensional effects will have to be considered.

Solidigas
interface

Il ' 2.4 Radiative Heat Transfer. A radiation model based on
(&) it the method of discrete exchange factors is employed here to cal-
culate the radiative heat transfer in the growth chamber as well as

within the top and bottom holel27,28]. It is assumed that the

Fig. 2 (a) Heat flux on the radiation surface and curvilinear radiation surfaces are gray, diffusely emitting and reflecting, and
grid system; and  (b) schematic of ring elements on radiative opaque. The radiation surfaces are broken into a number of rings
surfaces. The ring elements coincide with the finite volume each with uniform propertiegsee Fig. 2(b)), the rings coincide

grids for conduction calculation. with the grids using the curvilinear non-orthogonal finite volume

method[29,30], and the view factors between each pair of rings
are calculated28,31]. The absorptivity; is assumed to be equal
) ) to the emissivitys; in each ring. The integral equations for radia-
After solving Eq.(8) for the vector potentialA,, the generated tjve heat transfer is then obtained [@2],
heat power in the graphite susceptor can be obtained using the

principles of eddy currer25], N N

Urad] l-g ,
—""_J—E Fj.k—qradik:ffo_E FixoTe  (14)
€j k=1 €k k=1

1
" 2 *
=5 AvAg 10 ) . . .
Geady 2 7@ Pofo (10) whereF;  is the view factor from ring to ring k. The above
equations can be solved numerically by writing,

" 4
2.3 Energy Transport Equation. Once the eddy currents (Ajid) - (Aracitd) = (Bj) - (o Tie), (15)
provide the distribution of volumetric heat generation in thevhereA; = & /e—Fj (1 —&)/ex, Bjx=8jx—Fj«, anddj is
graphite susceptofwithin a skin depth of few millimetejs the the Kronecker’s delta. The radiative heat flux in E45) can be
temperature distribution in the growth system can be calculateglitten in the tensor form as:
using a conduction-radiation model, ” 1 4
Oragij = (A7 B)jk- (0 Ty). (16)

wheré€ denotes the complex conjugate.

aT
(pCp)eW =V (KefV T) + Qeday— (Aragi™ inse) A/ 6V, Oonceqyg;; is calculated from Eq(16)it can be converted into the
(11) heat source in each finite-volume for solving the energy(&ty).

y . . 2.5 Growth Kinetics. Mass spectrometric investigations
whereqp,g; is the radiative heat flux normal to the radiation surzynqucted by Drowart and Mar[83] have shown that the basic
face. A brief description of the formulation faf.; is presented in components of evaporation of SiC are Si,Gi SiC,, and SiC.
section(2.4). In equatior(11), (pc,)er andkey are local effective  The fraction of other components of evaporation, €, C,, Cs,
heat capacity and conductivity, respectively, and will change frofA the vapor is insignificant and can be neglected. The following
one location to another depending on the matéseé Eqgs. 30 and reactions are considered probable for the sublimation prd@ass
31). In Eq.(11), i, is the radiative heat flux on the outer sur-

ins i H —
faces of insulation, - SiGs=SitC Ki=ag (17)

U= eeno(TH=T3), (12) SiCi5)=Sig+Cs) K=Ps; (18)
wheree g is the effective emissivity. For surfaces exposed to the 251G =Skl T Cis)  Ka=Psic (19)
ambient air, the effective emissivity can be chosen as that of the

material, e .x=¢gjnsy,- ON the other hand, for surfaces exposed to 2SiGs)=SiCy(g)+ Sing)  Ka=Psic,Ps (20)
the copper coil, the effective emissivity can be taken &, . . b
=1Lt Finsul T coil Lecoi— 1)), so that the reflection of en- SiGs=SiGg  Ks=Psic (1)

ergy by the inner surface of the copper coil can be included in tiecause of the lack of carbon species near the seed and since SiC

formulation. Herey s, andr .; are the radii of the outer surfacevapor pressure is very smalf], only reaction(20) is considered

of insulation and inner surface of cdis shown in Fig. ®)). important for the deposition process. The equilibrium constant for
Radiative heat flux,q andqj,., are obtained at the grid points this reaction can be calculated from the equation of equilibrium:

of the corresponding radiation surface using the curvilinear non- _ 0

orthogonal finite volume method. The radiative heat fiy; and K=exp(—AGy/RT) (22)

Oinsu @re converted to source terms in the energy equation in ordiite change in isobaric-isothermal Gibbs-functiag? in Eq.
to use a single domain technique. Hef@\ is the area of a finite- (22) can be obtained from,
volume face within the radiation surface, ad¥ is the finite
volume adjacent to the radiation surfasee Fig. 2(a)). 0_ _ 0 _ )

To solve Eq(11) one needs to consider realistic boundary con- AGy p%d vi( ANt 205+ 1= hags= Tep)
ditions. The computational domain for the temperature is set as
inside the quartz tubéFig. 1(b)), and the temperature on the
quartz tube is set as 293 (§uartz tube is water coolgd=rom the
reported growth striations in SiC crystal marked by an interface
demarcation techniqui6], it is evident that the system behaves;vhereAh?,298 is the heat of formationy; is the stoichiometric
almost symmetric, hence at the central axis, coefficient, anchy is the enthalpy of the reacting species.

- Ui(Ah sogthr—hogg—TsY), (23)

reac
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The thermodynamic analysig] shows that the vapor becomes Table 2 Material properties of various components
silicon rich at temperatures below 2546 K, and Sifch at tem-
peratures above 2900 K. The rate-determining spegigs, there-
fore chosen as Siat T<2546 K, as Si aT >2900 K, and either
of the two for 2546 K<T<2900K. Introducingz’ coordinate,
which is set as 0 at the charge, ahdat the seed, the vapor
pressures of various species can be calculated as a functidn of
In the present model, we assume that the species transport ratg

Components Electrical Thermal
resistivity (Qm) | conductivity
(773 - 3273 K) (W/nv/K)

(773 - 3273 K)
Graphite 0.8x107-1x10> | 50-20
Insulation ~0.001 0.1-3

near the seed is proportional to the supersaturation of the rate- Slg c;ysml }8831 ;805'50
determining species [34], 1L charge = -
Argon - 0.03-0.05
Ja=xa(Pa(L)—pa(L)), (24)
where p; is the equilibrium vapor pressure of gaseddsand
xa=127MART. The SiG and Si vapors are assumed to have (pCplerr=(1—&p)(pCp)sicT €p(PCp) gas: (30)
an identical transport rate, i.elsic,=Jsj, Which yields the The heat transfer inside the charge consists of both radiative and
growth rate of SiC crystal as, conductive components. A suitable expression for effective ther-
oM mal conductivity for SiC charge must account for these compo-
Sic
Gsic=, = xal PA(L) = PA(L)]. (25) nents. for example3s]

' 8
The factor 2 on the right side of the above equation is needed Ker=(1—€p)Ksict &p| Kgast §840T3dp), (31)
since one Sig molecule and one Si molecule form 2 SiC mol- ) ) ) )
ecules. whered, is the mean powder diameter. The porosity, can lie

Assuming the advective velocities of the species,%i@d Sito anywhere between 0.35 and 0.5, and is chosen as 0.4 for present
be the same, the distribution of the vapor pressure can be obtaig@tfulations. However, it is not difficult to measusg.

by one-dimensional mass transfer equation for Stefan flq\@ Bl 2.7 Numerical Method. The magnetic potential Eq(8)

Psic(Z') +Psi(z')=p—[pP~—Psic,(0) — Psi(0) Jexp(Pe-z'/L). heat generation E410), energy Eq(11) and integrated radiative
(26) he_at transfer Eq(1_6), are solved using an |n-h_ouse developed
finite volume algorithm22,23,29,30]. Conservation E) and
The advective velocityJ, in Pe can be expressed as a function afL1) can be written in the following general form:
the transport rate of SiCand Si as,

P o o\ 9| _dp
U=J5cRTh=2xa(pa(L)~PAL)RT. (27 ﬁ“c‘“—&(rrx *E(frﬁ T1(SctSed), (32)
From the above equation, we obtain, where ¢ is the generalized variabl€, is the diffusion coefficient,
. and S¢ is the volumetric source. The coefficients are defined as,
pA(L)ZpA(L)+Up/2XART (28) CZO,F_:l/,LLm, SC:‘]Or {_:mdSp:sr_nwz—iwac—llrz(l/,um) for
Assuming SiG and Si to have the same vapor pressure gradiefi2gnetic vector potential equationp€Ao); c=(pCpler, I
in the growth chamber, E26) reduces to, =Ker, ch qed)(jy_(qradi+qinstJ) OA/SV, and S§,=0 for energy
equation ¢=T).
U=D/L In((p—2pa(L))/(p—2pa(0)). (29) The grid used for this task is a structured trapezoidal mesh. For

{:-héypical primary poinP, the conservation equation in a general-

Again if we assume that the vapor pressure at the source is D84 coordinate systeifé. ) can be written as,

same as the equilibrium vapor pressurepg0) =pix (0), U and
PA(L) can be obtained using Eq28) and (29) in an iterative (rc¢pJa—r°cC¢pCId)pAEA 7

fashion. First by settinty as 0,PA(L) is obtained from28), then At tH{(agdge (agddutAn
the advective velocityJ is obtained by substituting?8) in (29).
Consequently, the growth rate is obtained from &%). In solv- +r{(e,d,)n—(a,d,)AE={r(Sc+ Sp)Ja+rS,;AéA n,

ing the above equations, the equilibrium vapor pressures of spe- 33)
cies Si, SiC, SIC, and SiG are taken from Liloy[7]. The growth
rate can then be obtained once the source temperat(0¢, seed Wwhere the curvature source ter@, arises from the non-
temperatureT (L), distance between the source and séednd orthogonal grid, and is given b,={(8:J,)e— (B, utA 7
system pressurg, is known. The two-dimensional effect of tem-+1{(8,J9)n— (8,3 stAé. @, andB, are the primary area and the
perature distribution on growth rate is accounted by using the se@&Fondary area over the control-volume fageyhich is repre-
temperaturd (L) as a function of radial coordinate,as obtained sented byé=const.(see Fig. 3(a)), e.g.J~e§h,7:a§J§—/3§J,7,
from Eq.(11). The source temperatufg0) is the maximum tem- \here f is the contravariant base vector, ahg is the scale
perature in the charge. factor. So,a;=h;h%/Ja, B;=h;h(&,-&,)/Ja.

2.6 Properties of Various Components. Electrical and ~ The discretization equation fap for the control volume sur-
thermal properties of various componefits., graphite susceptor, rounding point® can be written as,
graphite insulation, crucible and SiC chargethe growth system _
are functions of temperature, and their values are taken at a tem- Apdp=aedet andwtandntashsth, (34)
perature interval of 250 K. Table 2 lists values of electrical resigthere  ap=ag+ay+ay+ast+{rcJaAt—rSpJgAéAn, b
tivity and thermal conductivity at temperatures in the range of {r°cJ&/Atpp+rSca+rS, AEA 7.
773-3273 K. The source material is usually chemically acid- The magnetic potential solver is validated by solving the mag-
treated abrasive SiC powder, and its average grain size is considtic flux density around a loop, which is supplied with a current,
ered asd,=125um [6]. During the growth, the main species, Sil. The theoretical value of the magnetic flux density at the center
SiC,, SiLC, SiC, evaporate from the SiC charge, and graphitizaf a current-carrying loop i8= u,l/(2R..i), WhereR.; is the
tion of the charge occurs. The charge can be considered asadius of the loog24]. The radius of the loop and the current are
porous medium with porosity;,, and effective specific heat,  chosen aRk¢,;;=0.02 m and = 10A, respectively, and the radius
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-l Table 3 Comparison of present results with theoretical values
1

:1

1]

; Theory Grid (§7x57)
\ — Magnetic flux density (T) | 3.141 3.144
[1 =L

Table 4 Comparison between results in a 75 mm system using

L ,&;q ¢ different grids

"', J it €y E Grid Power Tmax (K) | Growth rate
' pae— | |3 T 198x147 7996 3079|116
P W e 394x292 8057 3082 1.20

puted results of temperature vary within 1 percent while the
g growth rate varies within 4 percent, since the growth rate is an
exponential function of the inverse temperature. Further compari-
son between the numerical predictions and experimental data can
be found in Roy et al[36] where predicted temperatures agree
extremely well with the measured temperatures in the silicon tube
(a) growth system.

A grid of 198x147 is used for the present calculations as
shown in Fig. 3(b). Since the electrical and thermal conductivities
of the graphite susceptor strongly depend on the temperature, the
power generated in the graphite susceptor changes significantly
with time, so a time step of2is chosen for transient calculations.
The ambient temperatur&,, , is set as 293 K. The emissivity of
graphite material is taken as=0.8. The radiant exchange be-
tween the outer surface of the insulation and the inner surface of
the coil has been considered, and the outer surface of the insula-
tion and the inner surface of the coil are assumed diffuse with

emissivities of 0.8 and 0.3 for materials of graphite and copper,
respectively.

3 Results and Discussions

A 3 in. SiC growth system is considered here with 5 turns of
coil and a frequency of 10 kHz. Calculations are performed to
examine the effect of transient visvis steady state conditions in
the growth system for a current of 1200 A. The effect of seed
surface temperature, temperature differefGgyom— Tiop and gas
pressure on growth rate is studied for a range of parameters. Fi-
nally, the effect of RF heating coil on temperature distribution and
growth rate is examined.

3.1 Typical Magnetic Potential and Temperature Distribu-
tions. To calculate the electromagnetic field, the computational
domain is set sufficiently large, e.g20R,<z<20R; andr
<20R;, with the radius of the outer surface of the suscefor
=0.07 m. The magnetic potential is always diminished at a far
distance of 20Rfrom the coil. Typical contours of magnetic vec-
tor potential for 5 turns of coil, a current of 1200 A and a fre-
(B quency of 10 kHz are shown in Fig. 4. The contour lines are

concentrated along the outer portion of the graphite susceptor, and

) - - L the contour of Ag)ea=1X% 10" % Wh/m bends in the bottom and
Fig. 3 (&) Curvilinear finite-volume grids; and b) computa- : .
fional griés)for fiite volume method. Grids are highly SoneotP top portion of the susceptor and passes through the outer portion
in the regions of large temperature gradients. of the c_yl_lndrlcal susceptor. T_he graphite susceptor with a high

conductivity functions as a shield, so that a large amount of en-

ergy is generated by eddy currents in the susceptor within a small

skin depth, allowing very little energy generated in the parts inside
of the coil is chosen as I8 m in the calculation. The computed the susceptofiike the crucible, crystal, and charge _
magnetic flux density at the center of the loop is shown in Table 3 Figure 5 shows the profiles of the generated heat power in the
using a grid of 57>67. The predicted results agree well with thedraphite susceptor and the SiC charge along the radial direction at
theoretical ones, and the computational error is within 1 percefifferent heightsz=0, 1.3Rs and 2.6R;. As can be seen, the
(see Table 3). heat power is mainly generated in the outer portion of the graphite

The grid dependence is also checked by comparing the resdtsceptor. The line far= 1.3 Rg has a gaginert gas)oetween the
using a grid of 19& 147 with the ones using a grid of 394SiC charge and the susceptor and coincides with the other two in
X292. A 75 mm SiC growth system is considered here and tliee susceptor. The generated heat power in the SiC charge at
temperature on the top of the crucible is kept at 2400 K, and thel.3 R is negligible compared to that generated in the graphite
pressure as 26,666 Pa. From Table 4, it can be seen that the ceusceptor az=0 and 2.6R; (Fig. 5). The generated heat in the
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Fig. 4 Contours of magnetic potential,  (Ag)ea ,» IN the growth 2 “1.8 4 45 0 oS 1 15 2
system for a current of 1200 A and a frequency of 10 kHz

Fig. 6 Temperature distribution for a current of 1200 A with
argon pressure of 26,666 Pa

graphite susceptor at=0 and 2.6R, decreases exponentially in

the radial direction from the outer surface of the graphite suscep-

tor to the center of th_e C.hamb@f"g- 5)'. l?'rA positive radial temperature gradient is also formed at the seed
o ) face, which ensures an outward growth of the cry&a]. As
system pressure of 26,666 Pa. As shown in Fig. 6, the maximum, ‘e 'seen in Fig. 6, the temperature has a lower value at the
temperature exists in the graphite susceptor, and always at fter of the seed because of the cooling effect produced by the
level of the geometric center of the induction coil. In the charg? hole. The temperature increases along the radial direction on
the temperature is greater in the middle portion near the cruciqﬁeg seed surface, reaches a high value before the inner wall of the
v_vaII than in ”.‘? bottom and top r_egions, and it will SUb"me ther rowth chamber.’A proper radial temperature gradient at the seed
first. The positive temperature _dlffe_r ence be_twgen the SiC cha st be achieved to ensure a convex shape of the crystal interface
and th.e. seed gllows the sublimation of SIC in the charge alfqd keep the thermal stresses and consequently the dislocation
deposition of SiC on the seed. and micropipe density in the crystal low. The lower temperature at
the center of the seed ensures an outward growth in the radial
direction, because of higher supersaturation of the vapor species at
the center of the seed than that near the edge of the seed. In Fig.
6, the temperature variation along the seed surface is less than 10
K ensuring a low thermal stress in the crystal, while the tempera-
ture difference between the charge and the seed is about 80 K to
ensure a high growth rate. The temperature variation in the SiC
charge(about 60 K)is much higher than that in the upper portion

of the growth chambefabout 30 K).

3.2 Transient Heating Process. The temperature ramp up
in the growth system is simulated here to investigate the time-
dependent behavior of the temperature distribution. The tempera-
ture ramp up includes two stages: degassing stage during which
the pressure is reduced to vacuum for removing the residual ni-
trogen contamination in the porous graphite parts, and preheating
stage during which the pressure is increased to one atmosphere.
The convective heat transfer between the insulation and the quartz
is still considered less important than the radiative heat transfer.
The initial furnace temperature is set at 293 K. The current is fixed
at 1200 A with a frequency of 10 kHz. Figurdaj shows the
temperature profiles along the radial directionzat2.3R;, at
timest=0.5, 1, 2, 3, 4, and %. During the first half hour of
0 heating, the peak temperature increases rapidly, e.g., from 293 K
10 0 T 0'2 0'4 0|6 0'8 1' to 1500 K. The degassing stage takes place before temperature
’ ) r/Rs ) ’ reaches 1073-1273 K5]. After 4 hours of heating, the tempera-
ture change becomes minimal.
Fig. 5 Generated heat power, gL, , along the radial direction F[gure 7(b)shovys the temperature profiles along the axial di-
at different heights z=0, 1.3 R,, and 2.6 R.. The profile at z rection atr=0, attimest=0.5, 1, 2, 3, 4, and &. As can be seen

7_ —_— z=0
10 ————e 2=13R,
— — — - z=26R,

10° 4

susceptor

inert gas
SiC charge

|
|
|
!
|
!
|
|
|
|
|
|

=1.3 R, has an inert gas gap between the powder charge and from the curve oft=0.5hin Fig. 7(b), there is a dip in tempera-
the susceptor. ture in the SiC charge indicating that the SiC charge has a large
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Fig. 7 Temperature profiles along (a) radial direction at z=2.3 R, and (b) axial direction at r=0, when t=0.5, 1, 2, 3,
4 and 5 h. The current is maintained at 1200 A with a frequency of 10 kHz and pressure of 10 ~3Pa for t<0.5 h and
10° Pa for t>0.5 h.

thermal time constant. It takes another hour before the dip iing. The growth stage begins after the temperatures and tempera-

temperature in the SiC charge disappears. Desirable temperature gradients stabilizg5]. In the growth stage, the growth rate

and temperature gradient conditions are achieved=ath, e.g., and quality of the grown crystal are related to the temperature on

the temperature in the SiC charge is larger than that on the seib seedJ s.q the temperature in the SiC chard@p,qe and the

Teharge™ Tseed inert gas pressure. This preconditioning of system is critical for
The evolution of the temperature in the SiC charfigyaqe  the growth of SiC crystals.

temperature on the seée , and temperature on the bottom of

the grucible,Tbomm, witrﬁfr?r;je is showﬁ in Fig. 8. The tempera- 33 Effect of Inert Gas Pressure on the Growth Rate. The

ture difference between the SiC charge and the seed is not diggdicted growth rate along the seed surface for the cade of

cernable before the temperature in the SiC charge reaches 1500, 200 A is shown in Fig. 9 for a better understanding of the role

in the degassing stage, and it gradually increases with time in fitn€ growth temperature and inert gas pressure. As can be seen,

heati tage. The t ¢ tabilize after 4 h f hdg growth rate increases when the inert gas pressure is reduced
preheating stage € lemperatures stabilize atter ours o rom 53,333 Pa to 26,666 Pa. The growth rate decreases along the

3200
1.2
3000 1 1.1 m’/
2800 14
2600 | = 0.9
g
2400 E o8- —\—_//
< ; 250 Torr
: 2200 A .§ 0.7 -
£
2000+ g oo T T
|
1800 - Sos59— T
350 Torr
.. K}l
1600 0.4 400 Torr
1400 0.3+
0.2 . .
1200°¢ ] 3 ] a z i ! 0 01 02 03 04 05 06
t(hn) 1R,

Fig. 8 Evolution of temperatures of the charge and the seed
and Tpoom With time during the heating process as in Fig. 7

Journal of Heat Transfer

Fig. 9 Predicted growth rate along the seed surface for differ-
ent inert gas pressures for the conditions as in Fig. 6
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Fig. 10 Temperature distributions for different currents, (a) I=1000 A, and (b) /I=1100 A

radial direction to ensure an outward growth, while the growtat al.[38]indicate that the growth rate is a linear function/ot
temperature along the seed surface increases. It is evident frand exponential function of the inverse temperature, and have the
Figs. 6 and 9 that a lower growth temperature at the seed surfégkowing expression,

ensures a higher growth rate for a constant charge temperature.
Gr=A(p,S;t)AT exp(—U/RT), (35)
3.4 Effect of Temperature on the Growth Rate. Calcula-

tions have been performed to obtain temperature distribution fahere AT is the temperature difference between the seed and
several values of current, e.g., 1000 A, 1100 A and 1200 A. Figuseurce,U is the activation energyA(p,S,t) is a constant defined

10 shows the temperature distributions for currents of 1000 A and
1100 A with 26,666 Pa argon pressure. The temperature differ-
ences between the charge and the s@ggqe Tseeq are about

66 K, 72 K and 81 K, and i.eqare 2712 K, 2858 K, and 2995 K g
for =1000 A, 1100 A and 1200 A, respectively. The magnitud

of the temperature at any given location increases with the ci

rent. As reported by Tairov and Tsvetkf®], a high temperature, 10000/T,_.
between 2900 and 3000 K, is required for crystal growth by tt 10000VT,,
Lely’s method. However, the growth temperature for the modifie L experiment (Balkas et al., 2000)

Lely method ranges from 1800 K to 2900 K. The growth temperi —
ture depends on the temperature gradient that is related to
design of the system. For systems with large temperature gra
ents, the growth temperatures are lower, 2100-2800 = | = 12004 &
[4,5,8,9,15,16,17 while the growth temperature ranges from 410" ™ ]
2700 K to 2900 K for system that have a small temperature gr = L
dient [2,3]. The temperature distribution for the case lof g
=1200 A corresponds to an upper limit for the given coil positiol
and other components of the system. For a low growth tempe
ture, the required inert gas pressure is lower than that required
the high temperature growth, and the temperature gradient
larger[19,20]. The temperature gradient inside the growth char
ber is determined by the hotzone design and coil position.
The predicted growth rate versus the inverse of temperature " [=1000 A %
the seedTs.q and the inverse of temperature on the bottom ¢ 3 g1 =3 44 4% BE 48 37 38 38 4
the crucible,Tyqom, iS Shown in Fig. 11 for a system pressure o ‘ ’ 10000/T {”iq : ' )
26,666 Pa together with the experimental data of Balkas et ai.
[38]. The growth rate curve has an Arrhenius-type dependencelﬁ?& 11 Dependence of the growth rate on the temperature of

Tseea@NdTpotom- Since itis very difficult to measure the temperagne seed surface, Teeeq, and the temperature on the bottom of
tures inside the crucible, the temperatures on top of the crucibleigg crucible, Tootom - The symbols from top to bottom corre-

on the bottom are measured by using two pyrometers through #nd to the currents of 1200 A, 1100 A and 1000 A, respec-
holes bored into the insulation. The experimental data by Balkegely, with argon pressure of 26,666 Pa.

I=1100A &
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Lewval T(K)
20 3050
18 3040
18 3030
17 3020

(a) ]

Fig. 12 Temperature distributions for different coil positions. The coil is moved upward (@) Zgoil
=0, (b) 0.01 m, and (c) 0.02 m, respectively. The coil position in  (a) is the same as that in Fig. 6.
The temperature on top of the crucible is kept at 2400 K for all the cases.

by the inert gas pressupe the effective source surface ai®and the charge and the seed can be easily changed. Figure 12 presents
the duration of the growth ruh The temperature difference be-the temperature distributions for three different positioag,(
tween the SiC charge and the S€€ghage~ Tseea Can be adjusted =0,0.01 m,0.02 m), while the temperature on top of the crucible is
by moving the RF coil downward or upward. kept constant at 2400 K. A PIlproportional, integral and deriva-

3.5 Effect of Coil Position on Temperature Distribution tive) control strategy is used numerically to keep the temperature
and Growth Rate Profile. By moving the induction coil verti- ©n the top of the crucible constant by changing the current. With
cally (upward or downwarg the temperature difference betweerihe coil moved up, the location of the maximum temperature
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T an Arrhenius-type dependence on the growth interface tempera-
——F— Aot 2400 K ture. The temperature distribution changes significantly when the
—A—— AToottp 2300K coil position changes. The portion of the charge with a maximum
———— AToharge_seed 2400 K temperature moves up when the coil is lifted. The lower coil po-
—H—— ATohage_seea 2300 K sition corresponds to a high temperature difference between the
u experiment (Balkas etal., 2000)  charge and the seed, and hence a high growth rate. The computed
167 temperature distributions and growth rate profiles provide valu-
144 able insights into the physical mechanisms of the SiC growth.
[ ]
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3
0.4 eozm Nomenclature
0.2 oosm Asic = growth areanm?)
A = magnetic vector potentidiWb/m)
0 T T T T T 1 B = magnetic flux densityT)
0 100 200 A?%% 400 500 600 Cc, = isobaric specific_ hedtl/kg-K)
d, = mean particle diameter of the char@e)
Fig. 13 Dependence of growth rate, Ggic, on the temperature D. = diameter of cruciblgm)
difference between the charge and seed,  Tgnarge — Tseed » @nd 0N f = frequency(Hz)
the temperature difference between the bottom and top of the F = view factor
crucible, Tpgom — Tiop - The coil positions,  z.,; , are denoted be- g = gravitational acceleratior(m/sz)

sides the symbols on the curve of  Ggsic~ Tpottom — Tiop - The tem- G
perature on top of the crucible, Ty, , is kept at 2400 K or 2300 K
with argon pressure of 26,666 Pa.

_‘
I

Gsic =
AGY =
Ah?zgs:

in the charge moves up and the temperature difference between

the charge and the seed decreases. In Figa-12, the tempera-

ture difference between the charge and the ségg,ge Tseea IS

a linear function of the coil positiorz.; . It should be noted that

the temperature difference will not be a linear function of the coil

position if the coil is moved further up. Since the growth rate

depends on the temperature difference between the charge and the

seed(Eqg. 35), the change in the coil position significantly affects

the growth rate, and can be used for control of the growth process.
The predicted growth rate versus temperature difference be-

tween the charge and the seed is shown in Fig. 13 for different coifleddy =

a9 ZrrAxw—I
|

positions when the temperature on the top of the cruciblg, is Ofad =
kept constant, e.g., 2400 K or 2300 K, and the pressure is main- I =
tained at 26,666 Pa. In a certain range of coil positg,, the R =
growth rate is almost a linear function of the coil positiag,; . Rs =
For example, foiT,,,=2400 K, the growth rate is a linear function t =
for 0<z.;;<0.03m; while for T,,,=2300K, it is true for T=
—0.03 m<z.,;<0. If the coil is moved further up, the growth rate AT =

can become less than zero representing etching of the (seed
shown here). zZ =

= Grashof numberp?gBREAT/ u?

growth rate(m/s), dissolving rate of particlegn/s)
isobaric-isothermal Gibbs-function
heat of formation

= latent heat(J/kg)

current(A)

= current density(A/m?)

thermal conductivity(W/m-K)
equilibrium constant

= gap between the charge and séey

molecular weightkg/mol)
pressurgPa)
Prandtl numberuc, /k

= heat flux(W/m?

heat power by eddy currev/m®)

radiative heat fluxW/m?)

radial coordinatgm)

universal gas constant, 8.31#mol-K)

radius of susceptaim)

time (s)

temperaturéK)

temperature difference between the powder charge
and seedK)

axial coordinatgm)

Greek Symbols

4 Conclusions o =

A comprehensive process model for silicon carbide growth by g =
modified Lely method has been developed that accounts for ir- ¢ =
regular geometry, induction heating, radiative and conductive heat &, =
transfer, and growth kinetics. The model has been successfully ¢, =
applied to the simulation of SiC growth. The radiant exchange u =
between the outer surface of the insulation and the inner surfaceu,, =
of the coil is considered. Also, the radiations inside the growth  p =
chamber, the top and bottom holes as well as in the SiC charge are p, =
modeled. The growth kinetics is incorporated to predict the o, =
growth rate that is a strong function of temperature, temperature ¢ —
gradient and inert gas pressure. 0 =

The temperature distribution and growth rate are predicted fo

absorptivity, sticking coefficient
volumetric expansion coefficieil/K)
emissivity

permittivity (F/m)

porosity

viscosity (kg/m-s)

magnetic permeability, #X 10~ 7 (H/m)
density (kg/m®)

density of crystalkg/m®)

electrical conductivity(1/Q-m)
Stefan-Boltzmann constant 5.6700 8 (W/m?- K%)
angular frequencyrad/s)

ra,
75 mm growth system. The complex dependence of temperatita2SCripts

distribution and growth rate on RF coil current and its position are o« =
well demonstrated by the numerical results. The growth rate hascoil =
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inSU_' = insm_JIa_tion material [18] Ma, R.-H., Chen, Q.-S., Zhang, H., Prasad, V., Balkas, C. M., and Yushin, N.
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Melting and Resolidification of a
Substrate Caused by Molten
Microdroplet Impact

This paper describes the main features and results of a numerical investigation of molten

D. Attinger’

D. Poulikakos microdroplet impact and solidification on a colder flat substrate of the same material that
Fellow ASME melts due to the energy input from the impacting molten material. The numerical model is
e-mail: Poulikakos@ltnt.iet. mavt.ethz.ch based on the axisymmetric Lagrangian Finite-Element formulation of the N&&tekes,

energy and material transport equations. The model accounts for a host of complex
Laboratory of Thermodynamics in thermofluidic phenomena, exemplified by surface tension effects and heat transfer with
Emerging Technologies, solidification in a severely deforming domain. The dependence of the molten volume on
Institute of Energy Technology, time is determined and discussed. The influence of the thermal and hydrodynamic initial
Swiss Federal Institute of Technology (ETH), conditions on the amount of substrate melting is discussed for a range of superheat, Biot
8092 Zurich, Switzerland number, and impact velocity. Multidimensional and convective heat transfer effects, as

well as material mixing between the droplet and the substrate are found and quantified
and the underlying physics is discussed. Good agreement in the main features of the
maximum melting depth boundary between the present numerical results and published
experiments of other investigators for larger (mm-size) droplets was obtained, and a
complex mechanism was identified, showing the influence of the droplet fluid dynamics on
the substrate melting and re-solidificatiodDOI: 10.1115/1.1391274

Keywords: Droplet, Manufacturing, Microstructures, Phase Change, Surface Tension

Introduction problem have been examined experimentally, analytically as well
The fluid and heat flow phenomena occurring during the impafé?\/;\ljmerﬁﬁ:!?ﬁelfgﬁe;r%emal ;ngjr;%a;;?gr%rﬂgé ﬂ?;ggtzrgn?ggg
of a molten droplet on a flat substrate of identical material thaqre uitge challenaing. due topthe very fast fluid flow and thgrmal
initially melts due to the energy transfer from the droplet and the[ q ging, y . .
o L ansients as well as the small length scales involved. In addition,
resolidifies are complex. Droplet spreading is a free surface proB-

. . . . since the materials of interest are non-transparent metals, it has
lem with large deformations in the presence of surface tensmi{e.en to the best of our knowledge not possible to date to investi-

The associated transient heat transfer and solidification Procesges.’  nerimentally neither the flow inside the deformina molten
involve convection in a deforming domain, complex fluid flow? P y g

exemplified by the multidimensional motion of the phase chand&2'o" nor the phase change interface motion. Accordingly, ex-
erimental studies have been performed with rather larger

interface and the dynamics of the liquid phase, as well as conduc.-”. ize dropl ¢ ; i ke h
tion in the substrat¢l,2]. In applications that will be discussed. " m;etebr-sme rc;]p edts, oc%sT]g onb speci 'ﬁ aspefctsl_(lj_ft_a deat
subsequently, controlled substrate melting and resolidification éFglg?se[r7]et\rArl1§§?rr§u?n rsoupbgtr;atte err?gltiiﬁlgg Supetr?rosuolln Icl:ioss-
desired for improved bonding purposes. This gives rise to ad@gctioninl and polishingg, 8] 9 P 9

tional interesting phenomena. 9 p L

; o . Up to now, all the theoretical studies on substrate melting have
Understanding and optimizing the substrateltingdue to the either neglected or drastically simplified the fluid dynamics in the
heat released by the impacting molten dropetphenomenon droplet ng,thout accurate 'usti):‘icatign and in order(ti/mderstand-
sometimes calledemeltingin the literature, assuming implicitly ablp) rovide mathematicJaI tractability. This is an approach that is
that the substrate is produced by previously solidified drogps ¥ 'pl table first step t Y. d underst pdp |
important for novel manufacturing technologies like microcastin crtainly an acceptable hirst step toward understanding a complex

[3] and net-form manufacturingd]. These techniques aim at rcli/lt);ecirg'.ski [7] produced the first analytical model taking simul-
building metallic parts of a typical size of the order of 1 to 10(% ) P y g

millimeters by targeted deposition of drops on top of each othaf €oUSlY strongly simplified fiuid dynamics and solidification
with a droplet size ranging from 10@m to a few millimeters. frito account(wnhogt substrgte mgltlr)g He assumgd a simple
Samples built with aluminurf] or steel and coppds] droplets solution for the fluid dynamicgsatisfying the continuity equa-

show promise for novel cast-free and versatile manufacturin rtic_)n), and introduced in an ad-hoc manner surface tension and
P S 9 PWscous effects through an energy balance between the initial and
cesses. The amount of remelting is a key parameter for th

rocesses: on the one hand, in case of insufficient remeltin el stages of the impact. He considered only conduction heat
proc . : ! . 9. {nsfer. Rangel and Bidi®] added substrate melting to Madejs-
quality of the material can suffer from a poor adhesion betwe

the d . the other hand. i f1 h I ; i's approach and used a better analytical model for the fluid flow,
e drops; on the other hand, In case ol oo much remeltng, gtisfying the shear-free condition at the free surface of the liquid.

a¥ﬁrey did not consider thermal contact resistance between the splat

IS for.med and remains on the top of the subst[aﬂe . and the substrate and neglected radial conduction in the thermal
Driven by the importance of these manufacturing technologie

S . “Shergy equation.
some aspects of the physics involved in the substrate meltlng\/v‘,:?r):g gt al[10] proposed operational maps for the melting of a

Ipresent Add Seyonic SA. Puits-Godet 12, 2000 Neeklgwitzeriand substrate suddenly brought in contact with a thin layer of solidi-
resent ress: Seyonic SA, Puits-Godet 12, itzerland. ! - . : . )
Contributed by the Heat Transfer Division for publication in th®URNAL OF Ilecfi me.tal experlenfcwkl]g no rr;otlon,gpcu_smg_therefolre on the so
HEAT TRANSFER Manuscript received by the Heat Transfer Division November didification aspect of the problem. This situation could be compa-

2000; revision received March 20, 2001. Associate Editor: D. Zumbrunnen. rable to substrate melting caused by drop impact, assuming that
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the fluid dynamics time scale is much smaller than the solidifica- Z
tion time scaleg11], which can be justifiable but only for a cer-
tain range of initial conditiong7,12—14]. The model of Wang Z:

et al. [10] simulates phase change under non-equilibrium condi-
tions, assuming a constant heat transfer coefficient between the
substrate and the splat before, during and after substrate melting
(this coefficient accounts for the imperfect heat transfer between
both the drop and the substrate and was studied extensively in
[6]). Wang et al[10] produced substrate melting maps identifying
whether substrate melting occurs, and quantified the melting depth
as a function of the superheat parameter SHP and the Biot number
Bi for a given pair of materials.

At least two publications have reported comparisons between
simulations and experiments, in which the substrate melting depth
was evidenced by cross-sections. First, Kang €t8distudied the
impact of a 3 mm droplet on top of a previously solidified one, at
a velocity of 2.1 m/s. Their one-dimensional solidification model
(with two-dimensional substrate conductjomas shown to pro-
vide a reasonable agreement with experiments with eutectic tin-
lead solder, at least in the region near the center of symmetry.
Observing that the occurrence of substrate melting depended on
the radial location, they concluded that consideration of the radial
heat conduction in the splat was important for a better modeling
of substrate melting. Second, Zarzalejo et[&l] performed ex-
periments and calculations for steel droplets on steel, and ¢

cluded that convection heat transfer cannot be neglected for m{zn&g

eling the substrate melting, even in the case of large droplets.
The aim of the model presented in this paper is to take into
account accurately the complex fluid flow phenomena of the sub-

Substrate

(J):rqu 1 Schematic of the problem of interest showing axisym-
ric droplet coordinate definition and melted domain
shed line)

strate melting problem, in order to examine qualitatively and P 1 /1 o \

guantitatively their importance on the substrate melting phenom- E+ W(ﬁ a_R(RU)+ 7 =0 Q)
enon, particularly by considering the associated convection and

free-surface driven flow. The starting point of this study is a U 146 TRz  Typ

model for droplet impact involving the full Navier—Stokes equa- 77 R ﬁ(RO’R 7 TR 0 (2)
tions with free surface modeling, convective heat transfer and

solidification([15] and references thergirin this paper the model N 1o doyy; 1

is extended to account for substrate melting and resolidification, 77 R {?—R(RO'RZ)— 7 50 3)

with consideration of the interfacial contact resistance and the

mixing of substrate and droplet masses. In addition, a more effihereM and Fr denote the Mach and Froude numbers, respec-
cient grid generation algorithm is utilised. Detailed results atively. The stress components; have the usual definition for
presented for the impact of microdroplé(100) um diameter) axisymmetric modeling21]and have been cast in dimensionless
of eutectic tin-lead solder on a substrate of the same material, form [15]. The Lagrangian velocities are given by

they relate directly to net shape manufacturingpbinting of lig-

uid metal microdroplets. This technology constitutes a focal point — ﬁ (4
of our research activitidd 5—-18. Numerical results are compared JaT
to existing experiments of other investigators with larger steel
JaZ
droplets[3]. V=— (5)
ar’

Numerical Model

The initial and boundary conditions have the following form:

Fluid Dynamics. A mathematical model is formulated to 4
simulate the impact of an initially spherical molten droplet on a U=0, V=-1, P=g: =0 (6)
flat substrate beginning at the instant of contact. It is based on the
Navier—Stokes equations applied to an axisymmetric coordinate vl
system shown in Fig. 1, wheR, Z, andd are the radial, axial and u=0, R =0; R=0 (7)
azimuthal dimensionless coordinates. Constant thermophysical
properties are assumed for the fluid. Property variations are not U=V=0, phase change surface (8)
important in our parametric domain. In addition, the utilization of _
constant properties allows the generalization of the results. The — —
exact variation of the viscosity when the temperature approaches OrRRNRY ORZNZ=—2 WenR' free surface ©)
the melting point is not known, but is a local phenomenon at the _
freezing front and is not expected to affect the flow results, which _ _
are driven by the free surface and impact velocities. The govern- ORZN T 0zzNz= _ZWenz: free surface, (10)

ing equations are written using a Lagrangian apprddéh20],

allowing an accurate tracking of the free surface. Nondimensiowhereng andn; are the radial and axial components of the out-
alization is performed with respect to the droplet initial diametewvard unit normal to the surfacesee Fig. 1), andd the dimen-

do, the impact velocity, the liquid densityp,, and the initial

sionless mean curvature of the free surface. Due to lack of experi-

pressure in the dropy. As described irf15], the dimensionless mental data on dynamic wetting, the wetting force at the dynamic
forms of the mass conservation equation and fRe and contact angle is neglected through this analysis. This assumption
Z-momentum equations are is clearly justified when the impact pressure gradient in the radial
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1 0.(R,Z2,00=1, 0,R,Z,0=0, 03RZ0=0 7=0.
(16)
Radiation heat transfer is neglected from all surfaces, and the
substrate is assumed to be large enough so that the natural bound-
ary condition(no normal heat fluxapplies along the entire bound-
R 1 ary of the computational domain. Accounting for radiation and
| convection between the droplet and the ambient gas has no effect
0.5 ; i .
L on the results as shown in a previous investigafith]. For all
B i practical purposes, the cooling occurs through convection in the
- B 3 ] = bulk fluid and conduction to the substrate.

The phase change is modeled according to the exact specific
heat method15,22], where the effect of latent heat release is
introduced in the computation by a local increase of the heat ca-
Z o} - o - pacities. This approach leads to the exact integration of the ca-
R pacitance terms in the finite element formulation with linear tri-
angular elements, and has shown very accurate energy
conservation capabilitigd 5]. It is assumed that the phase change
occurs through a sharp boundary, at equilibrium temperature, and
that the densities of the solid and liquid material are the same in
the fluid dynamics calculation. The Stefan number and superheat
parameter SHP are defined as follows:
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0.5 1 Marangoni convection was not accounted for in the model. This is
' R justified since(a) the variation of the surface tension is not ex-
pected to be significant due to the fact that the initial droplet
temperature is not much higher than the melting temperathye,
substrate has a dimensionless thickness of 0.01 and its con- we are dealing With.a liquid metal of high the_rmal conductivity
ductivity can be tuned for simulating interfacial resistance to that does not sustain large temperature gradients,(@ndpon
heat transfer. The droplet, substrate and interface domain are solidification and due to the release of the significant latent heat of
indicated by the symbols 1, 2, and 3. fusion the liquid is almost isothermal as shown in previous inves-
tigations [15]. Finally, species transpotby diffusion, for ex-
ample) across the freezing front of the eutectic solder has been
neglected, because of the high speed of this front; the velocity of
direction is high, as well as in substrate melting cases where $ge freezing front can be up ©(1 m/s).
lidification occurs at the wetting line, as will be shown later. In . . )
general, one is justified to neglect wetting if the value of the Contact Resistance. During the spreading of a droplet on a
Weber number based on the contact line velocity is greater tifitface, the heat transfer at the interface is redudee, for ex-
O(1) [1,2]. The dimensionless numbers for the fluid dynamics afénple, to roughness, air entrapment or surface oxid@@nThis

<

Fig. 2 Details of a typical mesh used. The first layer of the

defined as follows: Is particularly true before substrate melting and the ensuing merg-
ing of the two bodies. Due to lack of experimental data on the

pivode transient contact resistance to be inputed to numerical models, this

Reynolds number Re P (A1) interfacial resistance to heat transfer has been handled macro-

scopically and empirically by introducing a tunable contact heat
p|dov§ transfer coefficient between the drop and the substteor by
Weber number We=—"— (12)  inserting a thin interface of massless elements between the droplet
and the substrate with a lower and tunable thermal conductivity
0 [15]. In our model, the latter approach has been used as a starting
Froude number Fr dog (13)  point, and extended in order to allow the heat transfer and fluid
0 computation to be performed during the substrate melting phase in
Heat Transfer and Phase Change. The energy equation for the entire molten domain. To this end, we have added mass to the
the droplet and substrate is also cast in Lagrangian form. TeeEements of the thermal interface mentioned above. A low and
dimensionless form of this equation is: tunable conductivity was assigned to the elements of the interface.
50, 1 il g 90, N P (K ﬂ@i) This dimensionless interfacial conductiviky (K3:k3kf1) is re-

2

— = ——|=—|KR—|+ —=|K—||=0. (14) lated through the contact Biot numbeB;E hzk; *d,) to the in-
I I I

Jr  RePrRJR IR JZ A terfacial heat transfer coefficieht by the equation
The non-dimensionalization of the heat transfer equation was car-
ried out according to the following definitions of the dimension-

less numbers: where L is the dimensionless interface thickneds; €15d,Y).
PiCpi ki Our results will be expressed in terms of the contact Biot number,
= (15) which is the relevant dimensionless number for interfacial con-
ductance(inverse resistangeTo account for the practical disap-
The indexi =1, 2, or 3 stands for the droplet, the substrate and tipearance of the contact thermal resistance at a droplet/substrate
interface, respectively, as shown in Fig. 2. Initial conditions areinterface region in which substrate melting occurs, the local con-

K3:Bil_3, (19)

._P|Cp|' Tk
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ductivity of an interface element is increased to the standard catefining an element, and the radius of a circle that circumscribes
ductivity value of the substrate/splat material considered, when at equilateral triangle that has the same area as the element under
the nodes of this element are above the melting temperature. consideration. The mesh generation was performed with a state of
. . . he art, optimized and commercially available mesh generator
Mixing. During the substrate melting process, the melted su “ypermesh, Altair Eng. Ing, which has proven to be markedly
strate material participates to the fluid dynamics, which induces,g o 1ohust than the meshing generation process used in previous
mixing of the droplet and substrate material. In order to study ﬂ%‘?mulations without substrate meltifig5]. Hypermesh was used
evolution of this mixing which can be important to the bonding;n batch modd23] since a typical run involved about sixty com-

quality, a mixing indicatorg is introduced. This indicator takes lete remeshing operations. After a new mesh was created, the

the values of 1 for splat material, and 0 for substrate material Ef)lution variables were mapped to the new nodes via interpolation

the old mesh. The temperature and mixing variables of the
des near the mixing front and the phase change front were
justed after each remeshing in order to conserve accurately the
shape of the mixing and phase boundaries, respectively. A detailed
¢ study has been performed to determine the temporal and spatial
a7 O (20) resolution necessary to obtain time step and grid independence,
the main results of which are presented in the next section. A
with the initial condition typical run required 22 CPU hours to complete on a PC with a 500

=0: H(RZ0=17>1, S(RZ0=07=1. (21) MHz Pentium Il Processor.

In the presence of a laminar flow exhibiting no chaotic mixing,
which is the case in this paper, the interface between the two
bodies remains sharp. The tracking of this interface is performﬁd | . .

by setting a specific valus=0.5 in the casejo every droplet Results and Discussion

node that comes in contact with the droplet/substrate interface g,caline Case and Parametric Variations. The main goal of

Tracking this specific contour value ¢f=0.5 yields the 'OCa“OT‘ the runs performed is the investigation of substrate melting in the
of the boundary between droplet and the substrate material iise of molten microdroplet impact of eutectic Pb-Sn solder, as

interface material. In the absence of a chemical potential drivi
material diffusion between the substrate and the droplet materi

the mixing equation in a Lagrangian framework is expressed as
follows:

time. described in the introduction. In addition to featuring a sharp
. ) . melting interface, this material has a relatively low melting point
Numerical Simulation Procedure that will facilitate future experiments, and it is the material of

The computational domain was discretized with a mesh of tghoice in electronics soldering applications where larger solder
angular linear elements, and the numerical model was solved @§0unts are deposited in one location by pileup or combination of
ing a Galerkin Finite Element Method. A Crank-Nicholsorf desired number of microdroplefd7,24,25]. A first series of
scheme was used for the temporal integration of the energy di}S was performed in order to investigate the sensitivity of sub-
mass transfer equation. The fluid particle location and the energfjate melting to the thermal paramete®P, Bi). The baseline
conservation equations were coupled on the basis of a mett@$e corresponds to the impact at 1.5 nt sf an 80-micron
proposed by Bach and Hassa#9]. The accuracy and capability diameter solder droplet at a temperature of 210°C on a solder
of the methodology in dealing with the fluid dynamical complexiSubstrate at a temperature of 182(TK below the equilibrium
ties of the free surface of a droplet hitting a surface is ampfjelting temperatujeThese conditions are typical in solder jetting
demonstrated in Ref§15], [18],[20], [30], [31]. applications[15,25]. The interfacial heat transfer coefficient was

The following summarizes a single time step of computationSet to the relatively high value of 18vm~?K~*. The thickness;

) o ) of the heat transfer interface was one percent of the drop diameter,

1 Identify the liquid domain: only the elements where at leasfe. 0.8 microns. The choice of an initial substrate temperature
one node temperature is higher than the melting temperature aegyr the melting point corresponds also to conditions encountered

considered for the fluid dynamics calculation. in actual applications of micromanufacturifig], where the fre-
2 Impose the fluid dynamics boundary conditioffiis. 6 to  quency of droplet deposition is high in order to minimize the
10). manufacturing time. These values were nondimensionalized ac-

3 Given an initial Configuration Off|UId partic|e§ an_d flow V.ari-cording to the fo"owing thermophysical properties for Pb-Sn eu-
ables, calculate the new nodal location by numerical integration @ftic solder:c=0.345 Jm?, x=0.00262 Pasp,= 8218 kgn 3,
(Egs. 4 and 5). The velocities at timare used as initial ‘guesses p.=8420 kgnt3, Cp1=238J kgLK—1, Cps=176J kgLK=1, K,

for velocities at timer+Ar. _ 1 -1 _ Ty -1 i
. . =25Wm K™+, kg=48Wm K™%, hg=42000J/kg, andTy,
4 Based on the current nodal locations, calculate velocity arm183oc_ The thermal dimensionless groups, i.e., superheat pa-

pressure fields at+A7 by solving the discrete forms of the rnass‘r_ameter SHP, Stefan and the Biot numbers, assume respectively
the values 9.6440 !, 5.7x10 % and 32. The Weber and Rey-

conservation and momentum equati¢gsis. 1 to 3.
5 Update the nodal locations by numerical integratiofEis. nolds numbers are 4.3 and 376, respectively.
The substrate is flat with radial and axial dimensions eight

4 and 5)after inserting the velocities at time ste@nd 7+Ar.
tin16 e gfégtecitﬁ\? (Sas?g) e?}r;%(ﬁ;_) :g Stﬂr%(;r;vvt\el{qgeenntche elfng?rﬂﬁg ;?frf et:] eerlii es larger than the diameter of the droplet, in order to simulate
for each fluid particle flow variable was less than 0.1 percent fro < 'mpa(;t or:ja subgtrate ?:UCh Il;irger thap the dro;r)]let. Ehe chosen
one iteration to the next. criterion for determining the substrate size was that the system
7 Given the temperature field at timesolve the energy equa- constituted by the droplet and substrate exhibit after heat transfer
tion (Eq. 14)to obtaFi)n the overall temperature field at tig%egr and solidification a mean temperature increase smaller than 10
in the \?\/hole computational domain P percent of the difference between the initial substrate temperature
8 Given the mixing field at timer, solve the mixing equation T20 ar?d th? d“'ﬁ;ﬁ;ﬁ?ﬁfﬁﬁ“ i.nﬁiz/?gsgllthﬁl %?Sglr":g iz?;i’_
(Eq. 20)in the entire computational domain to obtain the mixin%zvo’ 3, altiuo iy
field at time ++Ar igate the importance on the substrate melting pf 61D, 0.93;,
and 0.9643), Bi (0.032, 0.32, 3.2, 32, angland impact velocity
Remeshing was performed every time that the element distéi—2 ms 1), respectively. In order to compare the numerical re-
tion attained a critical value. The element distortion is defined aslts with existing experiments for larger dropldt3]—none
the ratio of the radius of a circle passing through the three poirteuld be found for microdroplets—a simulation of substrate melt-
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ing with mm-size steel droplets has been performed and the r 141
sults of the comparison as well as interesting related findings wi
also be reported later in this paper.

Mesh Size and Time Step Independence.A fact of central
importance to every numerical solution is the independence of tt
reported results on the grid size and time step. In this subsectic
we discuss the independence of the present results for drop
impact fluid dynamics as well as substrate melting on the tempor
and spatial discretization. Our baseline case, described earlier, w -
selected for it is a demanding case featuring a large amount
substrate melting and large temperature gradients in the preser
of which energy must be conserved.

Figure 2 shows a detail of the mesh used for the baseline cas
as well as a detall of the interface elements. It has a typical nun
ber of 2654 nodes and 5113 elements, with 664 nodes and 12
elements in the droplet. In order to limit the thermal energy losse

©

Z-axis contact point, Z

by numerical diffusion and to keep the calculation time reason ——v  fne mesh Are 5.0x10°
able, the region of the mesh shown in Fig(#here the largest 04t A8 baseline mesh, A= 35.0x10%
temperature gradients appgaras meshed with a high and con- #—% coarse mesh, Ar=5.0x107
stant density of elements, while the mesh outside the shown r &8 baseline mesh, av=2.5x10"
gion was gradually coarser. This “baseline” mesh was compare 7 ° baseline mesh, Ar=1.0x10

to a coarser and a finer mesh. The coarser mesh has a lov 92 1 2 3 Z 5 %
density of elements in the region of high temperature gradients. (@ Dimensionless Time,

has 2076 nodes and 3978 elements, with 503 nodes and 924 € o¢.12
ments in the droplet. The finer mesh has a higher density in tt

¥— fine mesh, Ac=5.0x10"

region of high temperature gradients, and this fine mesh regic A—A baseline mesh, At=5.0x10"
was also extended axially and radially from respectively to #——% coarse mesh, m=5.0x10-44
—2, and 1 to 2. The finer mesh has about four times the number ~ 0.1 BT bascline mesh, Ar=2.5x10

©—© baseline mesh, At= 1.0x1073

elements of the baseline me&B05 nodes and 19517 elements,
with 913 nodes and 1717 elements in the drgplfe use for the
baseline case a time stepaf=5x10 4, as used for simulations =
of a comparable problem without substrate melting consideratior i 0.081
[15]. Results with this time step were compared to results wit 5
one smaller d7=2.5x10*) and one larger{=1.0x10"2) time
step in order to test the effect of the temporal discretization.
Figure 3(a)shows the effects of the temporal and spatial dis:
cretization on the fluid dynamics, exemplified by the evolution of
Zc, the Z-axis contact point with the free surface of the droplet z
as a function of time. A marked and undesirable phase lag in tt & 0.04}
position ofZ- appears in the simulation with the larger time stef =
(d7=1.0x10"2), while the four other simulations show a good
agreement. Figure (B) shows the temporal evolution of the
melted volumeV,, (defined in the next sectignit appears that the 0.02
simulation with the small time stepd¢=2.5x10"%) is not ad-
equate for predicting the remelted volume near its maximum. Thi
result is likely due to the accumulation of numerical inaccuracie . . .
and round off errors during the larger number of calculation step: % 0.5 1 1.5 2
leading to thermal energy losses. The simulation with a coars Dimensionless Time, <
mesh also underestimates the amount of substrate melting. ¥ 3 (a) Temporal evolution of the ~ Z-axis contact point for
conclude from both investigations that only two configurations afge baseline case, for different temporal and spatial discretiza-
suitable for the calculation, namely the baseline céde=5 tions; and (b) temporal evolution of the melted volume vy, for
X104, baseline meshand the fine mesh cagelr=5x 1074 t_he baseline case, for different temporal and spatial discretiza-
fine mesh). Since a run with the baseline case takes abouttfﬂs'
hours on a Windows NT 500 MHz Pentium IIl workstation, a run
with the fine mesh case, more than 100 hours on the same ma-
chine, the baseline case is chosen for our calculations, after véhie substrate increases by successive “attachment” of free surface
fying that the total amount of thermal energy losses at the end?des to the substrate as the droplet spreads. This induces an
the computation were acceptaligithin 4 percent to 5 percent instantaneously sudden increase of the contact heat trgnsfer area
The slight stair-stepping characteristic visible in the numericRtween drop and substrate and causes the above mentioned slight
accuracy curves of the melted volume in FighBstems from the stair-stepping characteristic.

fact that in the early stages of the spreading, where most of theGeneral Description of the Substrate Melting Process. Fig-
substrate melting occurs, the contact area between the splat arel4 shows the droplet shape and phase change boufsssg-

onless Melted Vo
(=2
<
(=
T
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direction simultaneously with the droplet. No effects of interfacial
contact resistance are visible, which would delay the melting with
2.6 respect to the spreading advance. During the spreading of the
droplet, a maximum substrate melting depth of about 10 percent
of the initial droplet diameter is attained along theaxis, at the
pa— time 7=0.05. The simultaneous spreading and melting indicate
\ that in the parametric domain of interest of the present study the

time scales of the fluid dynamics and the substrate melting phe-
nomenon are of the same order, and that any model uncoupling

0.8
0.6
0.4

0.2
the fluid dynamic calculation from the heat transfer and solidifi-
cation process would probably oversimplify the problem. Also,
L the motion and shape of the phase change boundary, crossing the
0 05 R RN R-axis at time 1.0 shows the highly two-dimensional aspects of
the substrate melting and re-solidification phenomenon. For
7>1.0, the phase front progresses upward and the coupling be-
tween freezing and oscillations produces ripples on the splat sur-
face, a mechanism found and explained in the numerical work of
Waldvogel and Poulikako§l15] and verified experimentally by
Attinger et al.[16]. Before closing this section, it is worth noting
that the areas of the cross-sections in Fig. 4 at different times
appear to be unequéior example, the area at time 0.8 is smaller
than the area at time 2.0). However, it is incorrect to conclude
from this fact that mass is not conserved. Our model is axisym-
metric and not two-dimensional Cartesian. As a matter of fact, the
volume at time 0.8 is practically identical to the volume at time
2.0. We have calculated that the volume of the system is con-
served within+0.3 percent.

'
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R R P Quantitative Characterization of Substrate Melting. In or-
der to discuss features of the substrate melting phenomenon, we
quantify this melting in terms of the dimensionless melted volume
Vu, defined as the amount of liquid material below the0
boundary. This parameter has been preferred to the dimensionless
4.7 volume of liquid in the entire computational domai, for the
following reason: a value o, larger than zero means unequivo-
cally that some substrate material has melted while a val(g, of
lower than unity does not mean that all the material belowzhe
=0 line has solidified, since our results sh@wig. 4, 7=1.0) that
solidification can start at the periphery of the droplet while the
zone near th&-axis still experiences a significant amount of melt-
ing. It is also worth noting that we write “material below tlze
=0 boundary”, rather than “substrate material”, since there is a
significant mixing between the droplet and the substrate material,
as will be shown in the next section.
I Figure 5 shows the temporal evolution\&§; for three values of
superheatSHP). As expected and shown in previous stuffi€s,
the maximum melted volume increases with SHP. It also appears
that the time when this maximum is reached increases with SHP,
which can be explained by the fact that the substrate melting
depth increases with the SHP, the thermal diffusivity being the
11.0 same for the three cases. The time for reaching the maximum
substrate melting is smaller than the time between the maximum
substrate melting and the instant where the entire material below
Z=0 is solid. This is different from the symmetry of the amount
of substrate melting versus time curves presented in previous one-
dimensional simulations by Wang et §1.0].

The strong influence of the impact velocity on the amount of
melted volume is shown in Fig. 6. The velocities ranging from 1
to 2 ms! correspond to Reynolds and Weber numbers in the
interval (250.6; 501.3), respectivel{1.903; 7.61). All the other
—— L parameters have been kept constant as in the baseline case. The
amount of substrate melting increases clearly with the impact ve-
locity: doublingv, increases the amount of substrate melting by
about 60 percent. This is a clear sign of the important role of the
fluid dynamics on the substrate melting process. Considering the
rating the liquid and solid phaseat successive instants of thecomplex flow pattern in the dropléto be discussed later in this
substrate melting process, for the baseline case. One observesshation), it appears that this can only be studied accurately with a
substrate melting occurs already in the early stages of the spreambdeling involving consideration of the complex fluid dynamics
ing (7=0.05) and that the melting process extends in the radiaind free surface dynamics of droplet impact. Similarly with Fig.

0.3 1.0
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Fig. 4 Droplet shape and phase change location as a function
of the dimensionless time for the baseline case
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Fig. 7 Temporal evolution of the melted volume v, for differ-
ent values of the Biot number. The case with an infinite Biot
number is the case without thermal contact resistance between
0 0'5 : 1'5 é the splat and the substrate, and the four subsequent cases cor-

Dimensionless Time, 7 respond to interfacial heat transfer coefficient values of 10 7
105, 10%, and 104 Wm™2K™1,
Fig. 5 Temporal evolution of the melted volume v, for differ-
ent values of the superheat parameter SHP, corresponding to
initial substrate temperatures of 180, 181, and 182°C
used in this study, where a low and specific heat transfer conduc-
tivity at the interface is only assumed as long as no melting has
5, it appears also that the time where the maximum substrafecurred. Any simulation with a Biot number markedly larger
melting is reached increases with the melted volume. than a threshold value, with the melting boundary advancing si-
The influence of the interfacial heat transfer, indicated by th@ultaneously with the contact lin@s in Fig. 4), will therefore
Biot number, on the amount of substrate meltihg is shown in  show qualitatively similar behavior. At the threshold val(&i
Fig. 7. It appears that the substrate remelts in a comparable wag.32), the initiation of substrate melting is delayed somewhat
for every Biot number larger than a threshold val@=0.32). compared to cases with markedly higher values of Bi, which can
This is related to the feature of the interfacial heat transfer modsé explained by the fact that the interface layer resists a longer
time (up to aboutr=0.25) before melting. It is interesting to note
that the maximum amount of substrate melting at this threshold
e v mod Biot numbe_r value is com_parable to the maximum amount of sub-
1 1’5 (baseline case) strate melting at larger Biot numbers.
— 2 When the Biot number is lowered by an order of magnitude
again(Bi=0.032),V),, exhibits much lower values and assumes a
different shape, signifying that the substrate melting is confined to
the interfacial layer, whose low thermal conductivity value is con-
served through the entire procés® substrate melting takes place
below the interfacial layer It is worth noting that Kang et al8]
have shown that assuming an interfacial contact heat transfer co-
efficient hy of 10° Wm™2K ™! provided a reasonable agreement
between a model of one-dimensional freezing/melting in the drop-
let combined with two-dimensional conduction in the substrate,
and experiments with mm-size eutectic tin-lead solder droplets,
but only in the region near the center of symmetry where the
one-dimensional hypothesis is more likely to be valid. Assuming
the same contact heat transfer coefficient for the microdroplet
considered here would mean a Biot number of 3.2, larger than the
threshold Biot number mentioned above. In this case, the behavior
is expected to be similar to that of an infinite Biot numigeo
contact resistange
Key aspects of the above effects are summarized in a substrate
. melting “design” graph, shown in Fig. 8. This graph shows the

0.12p

.OM
<
oo

Dimensionless Melted Volume, V.
=] o
=3 o
= =S

0.02

0 0.3 b 1.5 2 z5 influence of the impact velocity and the superheat parameter SHP
Dimensionless Time, t . .
on the melted volume of substrate mateng),, assuming an

Fig. 6 Temporal evolution of the melted volume v, for differ- |nf|n|_te Blof[ number according to the above discussion. A series of
ent values of the impact velocities. The velocities ranging from 25 simulations has been performgdvalues of SHP and 5 values
1to 2 m's ~* correspond to Reynolds and Weber numbers in the of Re), corresponding to the legend and the labeling oiXi{axis.
interval (250.6; 501.3), respectively (1.9;7.61). Figure 8 shows first a dependence of the melted volume on the
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| R ——————— scribed complex substrate melting phenomenon caused by the im-
o o SHP=0031 * pgct of a warm micreropIet differs markedly from the. simple
v v SHP=08 + “first-level” representation of a an amount of hot material sud-
oap|t *+ SHP=06 v denly placed in contact with a substrate that melts without exhib-
* iting any significant internal fluid dynamid8,8—10]. Such mix-

. ing considerations are important for modeling the interfacial heat
e transfer coefficient at the interface between the substrate and the
g o drop. We have shown that the initial interfacezat 0 is displaced
f o o and distorted during remelting. It is also worth mentioning that
éo-(’é" ° tracking of this mixing can be important in the case of heteroge-
P . neous substrate meltirithe drop and the substrate are of dissimi-

E lar materials), not treated in the present study. In this case, the
§°-04' . o mixing fractions of both materials need to be determined over the
& . a = entire computational domain in order to modify the thermal and
. fluid properties accordingly.
0.02r v v
v v Comparison With Experiments for Larger Droplets. In
substrate melting induced by microdroplets, the above study has
of « + - . . shown that the complex coupling between fluid dynamics and heat
. e " . 5 transfer needs to be considered in its entirety, as exemplified by
Impact velocity, v, the dependence of the amount of substrate melting on the initial
impact velocity and superheat, or by the mixing process.
Fig. 8 Maximum melted volume V), as a function of the impact Is the consideration of this coupling also important in case of
velocity for five different superheat parameter SHP in case of substrate melting involving larger, mm size droplets? Or is it pos-

an infinite Biot number sible to uncouple the fluid dynamics from the heat transfer, with

the assumption that the fluid dynamics occurs first, and only then
heat transfer to the substrate? This widely used assumptjb@—
SHP (compare with Fig. 5 which allows controllingVy, in the 14,26]has been adopted to some extent in the work of Zarzalejo
range of one to more than ten percent in both cases. The genetal. [3], one of the more complete conduction-based models,
increase of the amount of substrate melting with the impact vehere these authors compare numerical modeling with substrate
locity demonstrates the importance of the fluid dynamics in palhenmg experiments. Their findings are shown in Fig(atb),
ticular for high s_uperheat_ values. More details about the co_uplimgqich is transferred here from the above-mentioned paper to il-
between the fluid dynamics and the heat transfer are provided,irate the discussion. They simulated the experimental shape of
the next section. the maximum depth of the phase change bounthey darker line
) ) . separating the portion of substrate material that has melted from
Considerations of the Mixing Between Droplet and Sub-  yhat \which has notwith a numerical model where the calculation

strae. Mixing between the droplet and the substrate matenal main experienced no deformation and no fluid dynamics, the
has never been considered in substrate melting treatment YRy 8p|et shape being identical to the final solidified shape of an

now (to the best of our knowledgelnvestigation of this phenom- eriment during the entire conduction computation. Thev ob-
enon requires the consideration of the complex fluid dynamics P 9 P : Y

the entire time-dependent molten domain. All existing substra ined a relatively good agreement betwgen experiments and
melting studies that we are aware of either assume that the pATulation (at least for the substrate melting depth along the
melted substrate material does not experience any marked motibiAXis), but this agreement was only reached after increasing in an
or do not investigate the details of the motion for simplicity. Thé&d-hoc manner—by a factor five—the thermal conductivity in
present study shows a significant and complex mixing procerg@lrdlffusmn heat transfer model, in order to account for convec-
between the droplet and substrate material. tion. In other words the splat thermal conductivity was selected as
Figure 9 provides an insight into the mechanisms governing ttee one that gives good agreement with the experiments. While
mixing, identifying the time history of the boundary between th#his approach can be deemed as reasonable for rough estimates, in
substrate and droplet material. Contrary to the phase ch@ege case where no fluid dynamics modeling is performed, it has
Fig. 4), the mixing is relatively moderate during the first phase afearly no predictive power, since convection is accounted for
the spreadindr<0.8), while a more significant amount of mate-a-posteriori and in terms of an estimate that yields some agree-
rial is exchanged during the subsequent recoiling pt{@s® to ment with previously performed experiments.
2.0). The freezing process then arrests the final shape of aboveOur work suggests that considering the complex coupling be-
mentioned boundary. The shape of the interface between substeateen fluid dynamics and heat transfer in a complete sense can be
and droplet material shows that substrate material has been trapsitful. The case reported if8] is the impact of a 3.5 mm stain-
ported in the droplet in regions near tAeaxis (R<<0.2) and that |ess steeithey have used the properties for SS308 in their numeri-
droplet material has been transported in the substrate in periphé@l model)droplet at 2500°C on a flat homogeneous substrate at
region (R=0.2). Two mechanisms have been identified that comsec with an impact velocity of the order of 1 m/s. We have
tribute to this mixing process. First, during the spreading and ${erformed several numerical simulations with our code to repro-
multaneous substrate melting, a donut-shaped shear-induced Ypfse this case. The best agreement was obtained with the follow-

tex is created in the melted substrate material by the radia ; ; .
moving droplet fluid. The corresponding streamlines are shown mg values for the thermophysical properties of SS§PB-29.

T 2 _ _ -3 _ 3

detail (a) of Fig. 9. This vortex is important to the material mixingcr_l'O Jm*, u=0.005 PaSPI—_ZO‘Z? kgm=, ps= 76_615 k_glm ’
since it lifts up substrate material from the substrate in the droplds = 273000 J/kg,c, =810 Jkg "K™*, €,s=576 Jkg "K "%, K,

The mixing is albeit weak since the large radial pressure gradien28.4 Wm *K~%, k=23 Wm*K~*, and T,=1445°C. One
that drives the droplet flow along the substrate reduces the vertiggpuld keep in mind that there are variations in the values of these
spreading of the vortex. When recoiling occurs, the vortex breaRgsoperties reported in the literatu(g29] and references thergin
down, giving place to an upward flow patteiaetail (b) in Fig. 9), These properties and the initial conditions giveri3ilead to the
which causes most of the mixing. Obviously, the above désllowing dimensionless numbers: R&.88x10°, We=27.13, Fr

Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1117

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1=0.05 0.6

g
foN

ISR LA AN N AR RN R RRRES Rl

IRAARE AR RN NS AR R EE RN AR R RN
~— -
AR EANAS LN REREE RN NN RER RS R

/ ) RS
) _ Y
i 0.2 3 0.8 ] 3.6 06
_ \\\ _ _x 0.45-
TN I
N
3 0.3 E 1.0 E 4.7
\ o
™ N \ : (b, 1.0
: \ : i ¢ vef
E— —_— E_\_/g %_ & ) i
I sk
E 2f
N : i
0.4 N 20 110 o L
g\\\ : ' i
)
e S -
(VAN | N
E' L1 L U E' T T BT ) :_ RIS S

Fig. 9 Droplet shape and interface between the drop and substrate material as a function of the dimensionless time for
the baseline case. Details (a) and (b) show the instantaneous flow pathlines corresponding to 7=0.4 and 1.0.

=41.93, Pr=0.14, Ste=4.21, and SHP=0.43. We assumed an sach as the formation of the shoulders on the maximum depth of

finite Biot number, in accordance with our results described ihe phase change boundary circled in Fig(alQimpossible to

Fig. 7. explain or reproduce with diffusion modelseglecting careful
Results of our simulation can explain experimental findingmodeling of convection Figure 10(c,d)show the phase change
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Fig. 10 Experimental cross-section of a solidified 3.5 mm steel droplet on a steel substrate [3] compared with two numeri-
cal models, (b, conduction model of Zarzalejo et al., [3]) and (c,d present study ). The horizontal line crossing figures  (a, b,
and c) denotes the substrate surface. The maximum substrate melting location visible as a darker line in (a) is approxi-
mated by a heat-diffusion based model  (b), [3]), with a heat conductivity artificially increased for convection, and by the
numerical model developed in the present study (c,d). Oscillations of the phase change front around approximately R
=0.2 explain the formation of the shoulders circled in the cross section (a), since the envelope of the instantaneous phase
change fronts defines the maximum substrate melting location (¢). With permission from Springer-Verlag for frames (a) and

(b).

boundary obtained with the present simulations at characteristie 0.9 to 1.5), its evolution afterwards resembles a wave, with a

times. Figure 10(c), drawn at the same scale as that of Figpdal point at the locatioR=0.2. As a result of this wavy mo-

10(a,b), contains the phase change boundary at many such chian, a shoulder is formed. The physics explaining this phenom-
acteristic times. The bottom of the phase change boundary eneeon is related to the complex coupling between the motion of the

lope formed by the superposition of these interfaces corresporitse surface and convection heat transfer.

to the maximum depth of the phase change boundary and has &igure 11 shows the free surface, the velocity field and the

shape comparable to the experimental maximum depth phaseamlines corresponding to Figure(d@) for a host of repre-

change boundary in Fig. 1®), with two clearly visible shoulders. sentative times. A mass accumulation ring is formed at the splat
An explanation of the shoulder formation is provided in Figperiphery of the dropletalso observed in several earlier investi-
10(d), where the instantaneous shape of the phase change bogadions of droplet impadB0,31]). There, the spreading is arrested

ary is plotted for 5 times ranging from before the termination dby solidification at the contact liner=0.6). The existence of this

the spreadingr=1.3 is the time of the maximum radial extensiormass accumulation ring induces a local minimum of the height of
of the free surfacejo well into the recoiling phase. If the phasethe free surfacgpoint A), and a vortex pair V1 and V2. Vortex V1
change boundary propagates downwards in the early tifre® is created by the recirculation of the liquid entering and contained
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Fig. 11 Droplet shape, instantaneous velocity distribution and flow pathlines corresponding to the simulation in Fig. 10 (c,d).
The dimensionless time is indicated, and the length of the harizontal arrow in the first frame corresponds to a dimensionless
velocity of 1.

in the ring. This flow is directed toward the free surface of the ringwn inertia(time=0.6). The resulting local downward motion of
and gradually initiates an inward motion of the ring free surfadée liquid in this region retards the solidification process and cre-
reminiscent of the motion and swelling of a free surface wawates the step configuration which in turn facilitates the formation
(times 0.9 and greaterVortex V2 is direct consequence of theand growth of vortex V2. During the recoiling phaée=1.2 to
larger vortex V1, since the flow entering the mass accumulati@6), V2 breaks down and V3 is created because the ring motion
ring is first deflected slightly upwards by the shoulder shape of tliésplaces V1 towards th&-axis, engendering a dead zone be-
freezing front(0.4<R<0.8, 7=0.8) and entrains then the flow in tween V1 and the frozen material under V1.
the zone where V2 is created. The formation of vortex V3 resembles that of a vortex on the
The creation of V2 can be termed as a “backward facing steépp surface of a forward facing step. Later during recoiling 1.3
effect” due to the shape of the freezing front, underpinning one 1.9), the local minimum A moves toward tEeaxis and accel-
more time the importance of the fluid mechanics in the freezirgrates locally the fluid flow through the narrow channel beneath
process. The creation of this step is a direct consequence of feThis increases the corresponding convection heat transfer, in-
fact that when the contact line is arrested by freezing, the freeeasing correspondingly the melting rate below A. At the same
surface region above it keeps movitimlging) outward due to its time, the liquid of the central part of the droplet keeps moving
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outward. However(r=1.5) as it enters the mass accumulation u = radial velocity(m s %)

ring, it is now partially “blocked” by the abovementioned vortex v = axial velocity(m s %)

pair and it is forced to turn toward the free surface in the neigh-V = dimensionless axial velocityu(dgl)

borhood of the local minimum A. The resulting flow structure alsou = dimensionless radial velocityu¢d, 1)

increases the melting rate below A.
The vortex pair V1 and V3 stretches with time and disappeafa€ek Symbols

(time 1.9). The valley flow region to the left and below the vortex A = difference

pair region develops into vortex V4 as the recoiling free surfacep = density(kg m™3)

approaches the center of symmetry. This vortex grows further ag = dimensionless mixing indicator

the recoiling proceeds with the majority of the liquid moving up- « = mean free surface curvatufm %)

ward (r=2.6). This vortex increases again the convection he@®; = dimensionless temperatureT( T, ) (T1o—To0 3

transfer near th&-axis. The combination of these melting rate & = dimensionless stress tensor term ' '

increasedfirst due to the complex fluid motion under A around - — gj i i —1

times 1.5 and 1.9, then to the creation of)\&kplains the forma- .dlmensmnless timet{odo )

tion of the shoulders found experimentally on the maximum suubscripts

strate melting depth and illustrates the complex coupling betweer® = jnitial

free surface motion, fluid dynamics, heat transfer and phasel = droplet
change. 2 = substrate
3 = interface
Conclusion I = liquid
In this paper the main features and results of a numerical inveg\é _ gzlig?g point, melted
tigation of molten microdroplet impact and solidification on a ; lid
colder flat substrate that can melt are described. The melted volS _ Zgial

ume has been determined and presented as a function of time f
various combinations of thermal and fluid dynamics parameters.
The influence of the interfacial heat transfer between the splat aﬂ% arences

the substrate has been studied, and the existence of a thresho

Biot number for substrate melting modeling has been demonﬂ] Attinger, D., Haferl, S., Zhao, Z., and Poulikakos, D., 2000, “Transport Phe-

. . f nomena in the Impact of a Molten Droplet on a Surface: Macroscopic Phe-
strated. A Stror_'g 'nﬂuence of the _|mpact velocity on the amount_Of nomenology and Microscopic Considerations: Part Il—Heat Transfer and So-
substrate melting underpins the importance of the fluid dynamics Jidification,” in Annual Review of Heat Transfe€. L., Tien, ed., Vol. XI,

on the substrate melting phenomenon. Substrate melting maps_Begell House, NY, pp. 145-205. ) )
have been produced, where the amount of substrate melting j@] Haferl, S., Zhao, Z., Giannakouros, J., Attinger, D., and Poulikakos, D., 2000,

! R . “Transport Phenomena in the Impact of a Molten Droplet on a Surface: Mac-
expressed as a fu_nCt_'c_)n of the 'mpaCt_ v_elocny and the superheat roscopic Phenomenology and Microscopic Considerations: Part I—Fluid Dy-
parameter SHP. Significant material mixing between the substrate namics,” in Annual Review of Heat TransfeC. L., Tien, ed., Vol. XI,

and splat has been identified and quantified and implications of Begell House, NY, pp. 65-143.

this mixing have been discussed. Good agreement between tHél Zazaljo, L. J., Schmaltz, K. S., and Amon, C. H., 1999, "Molten Droplet
ical results and experiments of previous investigators for Solidification and Substrate Remelting in Microcasting: Part I—Numerical

numerica A p ) p ) g Modeling and Experimental Verification,” Heat and Mass Trans8st, pp.

larger (mm-size)droplets was obtained, and explanations for the  477-485.

complex shape of the maximum melting depth boundary found in[4] Orme, M., Liu, Q., and Fischer, J., 2000, “Mono-Disperse Aluminum Droplet

these experiments were provided for the first time. In all. this Generation and Deposition for Net-Form Manufacturing of Structural Compo-
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Thermal-Fluid Phenomena
Induced by Nanosecond-Pulse
veno” § Heating of Materials in Water

M. Shoji
) o Thermal-hydraulic phenomena adjacent to the liquid metal-water and solid material-
Department of Mechanical Engineering, water interfaces induced by nanosecond pulsed Nd:YAG laser (wavelength: 532 nm,
The University of Tokyo, FWHM: ~13 ns) heating with the fluence F of 5@0"'~ 1.0x10® mJ/cnf were experi-
7-3-1-Hongo, Bunkyo-Ku, Tokyo 113-8658, mentally investigated. By applying the high-speed photography with a frame speed up to
Japan 2.0x10’ fps, the aspects of the bubble formation, shock wave generation and propaga-
tion were observed. The bubble formation on the heated material’s surface of about 80 nm
in diameter was detected in Si-water system from the time-resolved reflection (TRR) signal
by applying the pump and probe methofDOI: 10.1115/1.1409264
Keywords: Boiling, Heat Transfer, Shock Waves, Vaporization
1 Introduction et al.[5] by use of a surface-plasmon probe. It is noted that such

High-speed and high-powered heating of materials in water Cr{\%vi(l)rk was conducted with low energy input, resulting in a lower

. ; . S erheated condition of the liquid. Little information has been
sults in an explosive pressure generation as indicated by prece §orted concerning the process induced by laser heating of ma-
researcl_[l—s]. In the process of pressure gen(_eration, _Complicate% rials in a liquid with higher energy input, which would bring
factors in terms of thermal-hydraulic dynamics are involved gggner superheating of the liquid near the heated surface and more
follows; abrupt heat transfer in a very narrow region due 0 &posive pressure generation. In addition, there exist few inves-
sharp temperature distribution, thermal expansion and phaggytions about the rapid heating of liquid materials in an ambient
change of heated material and ambient material. Such problefagid, that is, rapid heating in liquid-liquid system. The vaporiza-
never raise in a process induced by relatively slow heating on tgn of the heated liquid material may contribute to the induced
order of milliseconds to hundreds of microseconds. The remarkhenomena due to its low boiling temperature and small latent
able evolution of laser technology enables us the rapid heating |ggat in that system. This paper concentrates upon the thermal-
the order of nanoseconds or less with higher and more stabijraulic phenomena induced by higher energy input in the sys-
power, which may lead higher impulsive pressure generation wifms of two contacting materials, the liquid metal-water system
precise control of the intensity. It thus becomes important anghd the solid material-water system, which were detected with
indispensable to obtain comprehensive knowledge of the thermapplying the high-speed photography and the pump and probe
hydraulic dynamics in ultrafast heating. The details of the physicalethod.
processes caused by such a rapid heating, however, are not fully
understood because of the strong non-equilibrium of the thermo-
physical state as well as the rapidity of the phenomena.

Experimental and theoretical research concerning the sho?t- Experiment
pulsed laser heating of solid materials in the air has been exteny, his research two series of experiments concerning
sively performed and has provided profitable results for the elug{anosecond-pulse heating of materialgiadiquid metal or mer-
dation of heat transfer in the heated materials and phase chaggg, and(ii) solid material or silicon are carried out. Experimen-
[6—-12. The short-pulsed laser heating of materials in liquids, o apparatus is schematically shown in Fig. 1. The apparatus is
the other hand, brings complexities into the induced processgssically consisted of the same components for the both series. A
such as the heat transfer between the two contacting fluids and ise of second harmonic Nd:YAG lasex ,;me= 532 nm) of 5
successive phase changes of both or volatile liquid, as well as #en in diameter is employed as a heat source or “pump laser”
solid material-laser light interaction. Former research has indjjith the fluenceF of 4.0x10'~1.4x10®mJd/cn?. The pulse
cated valuable knowledge concerning the rapid heating of matgfjiith of the pump laser is approximately 13 ns in full width at
als in liquids; Board et al[13] and Duffey et al[14] evaluated half maximum(FWHM). Test material submerged in distilled wa-
the heat flux and vapor layer thickness induced by millisecondr of 20°C in a cubic tank with the inner size of 20000
laser pulse heating. As for nanosecond laser-pulse heating, th€00 mn# is irradiated by a single pulse of the pump laser. A
optical measurement of nucleation and bubble growth were cafuartz window of 1 mm in thickness is placed in the path of the
ducted by Yavas et al15]. The temperature variation on thejaser light. The direction of impingement of the pulse is perpen-
heated surface was optically monitored by Park efl@]and the dicular to the material’s surface.
generated pressure was measured by use of the photo-acoustispects of induced phenomena are captured by a high-speed
probe-beam deflection by Park et 2] Recently more precise electric image converter photographic system with a frame speed
measurements of the bubbles formed on the thin metal surfagfe40,000 to 20,000,000 fps. With this apparatus, eight-successive
and the successive generated pressure were carried out by Yanagje frames are obtained in a single run. The event through the

object lens is changed into electron beam on the photo-cathode.

Present address of the first author is, Department of Mechanical Engineerihie beam irradiates the Polaroid film. The capturing of images is
Faculty of Sciences & Technology, Tokyo University of Science, 2641 Yamazakiontrolled by four couples of the electric plates; shuttering, aper-
Noda-Shi, Chiba 278-8510, Japan. ture, compensating and shift plates. When the camera is triggered,

Contributed by the Heat Transfer Division for publication in th®URNAL OF - ; ; .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 7, 1099tWO sinusoidal waves withr out of the phase are imposed upon

revision received April 27, 2001. Associate Editor: P. Ayyaswamy. the shutter and compensating plates. The wave upon the shutter
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Oscilloscope (“probe detector”)in order to shut off the light of the pump laser

e Pump scattered on the silicon surface. The energy profile of the pump
-f-\-_?- Laser laser is measured by another photo dete¢tpump detector”)
— . fixed just behind the beam splitter. All signals are obtained by a

fast digitizing oscilloscope with a sampling rate up to 2 G Sa/s.

Pump Detector ! | / / Mirrer

Probe
Laser 3 Results and Discussions

Probe Detector

3.1 Pressure Decay in Propagation. The generated impul-
sive pressure is detected by the PVDF pressure transducer located
at about 9 mm apart from the center of the heated spot on the
N material surface. In order to evaluate the pressure decay in its
‘G propagating in the container, the distanideetween the transducer

= and the spot center is varied as shown in Fig)2In varying the

Quartz
Window

Polarizer o B
& Sharp cut filter

<

High-speed N Tost Light position, only the normal distandg is changed. The direction of
Observation System lg/;?'z; Matorial the transducer head is aimed to the heated-spot center. A typical

result of the propagation in Hg-water system is presented in Fig.
Fig. 1 Schematic layout of experimental apparatus for 2(b). The intensity of t_he generated pressure decays exponentially
nanosecond-pulse heating of materials. Pressure transducer is as a function of the distance. The pressure-wave front propagates
omitted in the figure for the sake of brevity ~ (see Fig. 2). at an averaged speed of about1 0’ m/s. The pressure decay

as well as the propagating speed is almost the same in the whole
experimental conditions. One can thus estimate the pressure value
at the very close region to the heated surface by extrapolation. In

plates controls the frame speed and the aperture period, and @iat follows in this paper the generated pressure is discussed in
other one upon the compensating plates does the vertical positigfins of the extrapolated value.

of the images on the film. Two successive images up and down on
the film are captured during a single period of the sine wave. The3.2 Liquid Metal Heating

step wave upon the shift plates, which is synchronized with the . . . .
sinusoidal wave, slides the next pair of images horizontally. 3.2.1 Observation by High-Speed Cameré&igures 3(i)and

Generated pressure is detected by PVDF pressure transdlgf#rsmw the typical high-speed photographs taken with the three
with the sensitivity of 14.8 mV/MPérise time<50 ns)at about 9 different frame speeds when 10 mm thick mercury was heated
mm apart from the heating spot on the material surface. The déth the laser fluenceF of 1.4x10° mJ/cp? and 2.0
scription of the transducer is omitted in Fig. 1. The transducer 1%§10° mJ/cnf, respectively. The frame speed is varied @3
confirmed in advance to detect the generated pressure wave it4e4000 fps(b) 1,000,000 fps, antt) 4,000,000 fps. The exposure
first and not to be influenced by the reflected pressure waves By to take the pictures in Figs(e3 and(b) is 150 ns and that in
the tank wall or by the quartz window. In order to estimate the
pressure decay in propagation, the distance between the pressure
transducer and the heated spot is varied. The detail description is PVDF
conducted in the following section. ; |- Heated
. . ) . : Transducer

In the series of mercury heating, the experiments are carried out Material
in an open tank as well as the closed one. The mercury thickness
is varied from 5 mm to 20 mm in order to evaluate the thickness
effect for the pressure generation and mercury surface behavior.
Water layer thickness is fixed as 50 mm, which is assessed in a
preliminary test to have little influence of the water surface be-
havior upon the fluid motion adjacent to Hg-water interface. This
water-thickness effect on the mercury surface behavior was dis-
cussed by Ueno et dI3]. The water temperature is fixed at 20°C
and the water is put into the tank just before the laser impinge-
ment. It is confirmed that as the water temperature increases the
water layer absorbs the passing laser light and thus the intensity of

Pump Laser

Heated Direction

area

(a)

induced pressure decreases remarkably, because the solubility o ———r 77— 15
mercury increases at higher water temperature. 1

In the series of silicon heating, on the other hand, the “pump 10 ¢
and probe method” is employed as well as the high-speed photog- 2
raphy. Thep-polarized continuous He-Ne laser light with a differ- & - 410
ent wave length from the pump lasex .= 632.8 nm) is em- = | 1 8
ployed as a “probe laser.” The probe laser of almost 1 mm in ¢ 1 &
diameter irradiates the center of the heated area by the pump lase 3 1 |- - 1 E
at an fixed angle of incidence of about 10 deg, at which the re- § F __5 [
flectivity is almost the same as that at the perpendicular incident & [ . >
angle[15]. The intensity of the probe laser is weak enough com- - F=7.7*10°mJ/em
pared with that of the pump laser, so that the influence of the - b g’e‘;i%"rrgosiﬁon i
probe-laser irradiation upon the induced phenomena is completely % A IR IR T ‘0
negligible. Time-resolved reflectan¢@RR) signal of the probe 0 5 10 15 20
laser is detected by a fast photo detector at a fixed angle. The (b) Distance, mm

detector is composed by Si PIN photo diodese time<1 ng. In
measuring the intensity of the TRR signal, a polarizer and a shamg. 2 (a) Schematic layout of PVDF pressure transducer; and
cut filter are placed in front of the detector for the probe laser liglib) typical result of the pressure decay in propagation.
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125 150

(i)-(a) 40,000 fps (n)-(a) 40, 000 fps
t= 0 Ofys] 1.0 3.0

5 7.0

4.0 5.0 6.0 7.0 4.0

(i)-(b) 1,000,000 fos (i)b) 1,000,000 fps
0.25 0. ; 0.25 0.50

1.00 1.25 1.50 1. . .
()-(c) 4,000,000 fos (II)-(C 4,000,000 fos
(i) F = 1.4,10° mJ/cm? 5 mm (i) F = 2.0,10* mJ/cm?
Pump laser
Surface
— of Hg
Camera =~ Hg Side of Hg
(iii) High-speed camera setup (iv) Frame image

Fig. 3 Bubble formation and shock wave generation /propagation in heating with (i) F=14
X 10° mJ/cm 2 (on the left hand side) and (i) F=2.0X10? mJ/cm ? (on the right) taken with frame speeds of
(a) 40,000 fps [exposure time: 150 ns ], (b) 1,000,000 fps [150 ns], and (c) 4,000,000 fps [100 ns] in the
system of AHg=10mm and AH,O0=50 mm. All photographs were taken with a little depression angle as
shown schematically in  (iii). (iv) The image captured in each frame.

Fig. 3(c)is 100 ns. The time shown above/below frame indicatéstensity of phase change or vaporization decreases as the laser
the time passing since the beginning of the pump-laser irradiatiinenceF decreases. Although there exists a difference of the va-
att=0. It is noted that the pulse length of the pump laser is of thgorization intensity due to the laser fluence difference, the char-
order of ten nanoseconds so that the only first frame captures #wgeristics of the induced event, that is, the shock wave generation
irradiation. In the figure, in additior(jii) the schematic layout of as well as the vaporization, are of almost the same in quality as
high-speed camera and test material #&iwl the sketch of the shown in Figs. 3(ajo (c). The detail descriptions of the event are
frame image shown irfi) and (i) are presented. According toconducted with the pictures in Fig(iBin what follows. In the

Figs. 3(i)-(a)and (ii)-(a), the vaporization of the mercury is ob- case of(i) F=1.4x10° mJ/cnf, the explosive bubble formation is
served for a relatively long time period on the heated surface. Tbbserved following the shock wave propagation. Figu@ 8on-
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Fig. 4 Generated pressure variations upon pump laser fluence
F in Hg-water system in different Hg layer thicknesses. Plotted
values are equivalent to the extrapolated pressure values mea-
sured at the surface. Solid line in the figure indicates the pre-
diction of the pressure generation in heating of Hg in water
[17].

t= 0[,us] 100 200 300

sists of the whole stages of the semi-sphere shaped bubble forma-
tion. The early stage of the event as shown in the first two frames
in Fig. 3(a) is presented in Fig.(®). The shock wave appears
subsequently to the laser irradiation on the mercury surface. Tiny
bubbles are formed right behind the propagating shock wave. The
formation of the tiny bubbles, which is also seen in Fia)3can

be explained by considering the abrupt pressure fall behind the
shock wave front. Figure(8) shows the further early stages of the
shock wave propagation. The shock wave emerges just above the
heated spot with almost the same shape as the spot. The wave
propagates as the almost plain wave at the beginning, then the
wave travels with having the curvature at the edge. The shock-
wave propagation speed is estimated by the high-speed photo-
graphs and by changing the position of the pressure transducer to
be 1.7Xx10° m/s. The speed has little dependence upon the laser
fluenceF in this experimental range. The description of the event
after the bubble collapse on the heated surface was conducted by
Ueno et al[3].

3.2.2 Pressure Generation.The intensity of the generated
explosive pressure versus the laser flueRds shown in Fig. 4.
The plotted pressure values are extrapolated ones, which are
evaluated values, as aforementioned, equivalent to those just after
the appearance on the heated surface. The figure consists of the
results for the cases with different mercury-layer thickness. In
addition, the figure involves the pressure values in the case that
the solid copper was heated in the same sy$&mTrhe solid line
in the figure shows the prediction of the pressure generation ob-
tained by a physical mod¢lL7] applied to the Hg-water system.

t= oms] 100 200

400 500 600 700
()-(a) 10,000 fps

— (ii)-(a) 10,000 fos

t=0.0[us] 0.5 15

20 25 30 3.5
(i)-(b) 2,000,000 fps

(i) Heating in Water

t=0.0[us] 0.5 1.0

2.0 2.5 3.0
(ii)-(b) 2,000,000 fps

(ii) Heating in Air

Fig. 5 Mercury surface heating (i) in the water (on the left hand side ) and (ii) in the air (on the right ) taken
with frame speeds of (a) 10,000 fps [exposure time: 150 ns ], and (b) 2,000,000 fps [150 ns]. Pump laser

fluence F=1.4X10° mJ/cm ? for both cases.
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-100[ns] O 100 200 -100[ns] O 100 200

300 400 500 600 300 400 500 600

(i)-(a) 10,000,0001fps (ii)-(a) 10,000,000fps

-40[ns] 10 60 110 -40[ns] 10 60

160 210 260 310 160 210 260 310

(i)-(b) 20,000,000fps (ii)-(b) 20,000,0001ps
(i) Heating in Water (ii) Heating in Air
Pump laser
Camera Surface
- s Waer Side o S
or Air
(iii) High-speed camera setup (iv) Frame image

Fig. 6 Shock wave generation /propagation in heating of Si of 0.6 mm in thickness with
F=2.0X10? mJ/cm 2 (i) in the water (on the left hand side ) and (ii) in the air (on the right ),
taken with frame speeds of (a) 10,000,000 fps [exposure time: 20 ns ] (top), and (b)
20,000,000 fps [10 ns] (middle). All photographs were taken with an angle parallel to the

Si surface as shown schematically in (iii). (iv) The schematic image captured in each
frame.

In thismodel the abrupt vaporization is assumed to dominate thlsown in the figurdi)-(a). One could observe a certain morpho-
explosive pressure generation. The generated pressure by hedtigigal change with a circular shape of almost the same size as the
of materials increases as the laser flueRdacreases. The thick- laser spot. Figure 5(ii)-(bshows the early stage of the events.
ness of the mercury layer has little influence upon the pressdi@ted again that the laser irradiation is captured only in the first

generation. In spite of the large difference of the absorption codf@me with considering the inter-frame time, the exposure time

- ; P ; ) and the laser pulse length. The light emission is observed after the
Igﬁ r;trseKOHgfigggl,ytgﬁggézr:stlﬁgﬁ i?]f ttr? g g\fx; elp SCgu\e/vrgter YSjradiation above the heated spot, which lasts about several micro-

seconds with decaying. This emission can be explained by a high-
3.2.3 Heating of Mercury in Air. Another series of experi- temperature plasma formation formed right above the mercury

ments in which the mercury surface is irradiated in the open bo%{erface' The plasma absorption of the laser energy and resulting

; : A : rmal plasma radiation enhance the energy delivery to the
is conducted. In this system the vaporization of the metal yield ?ted surface, which is more efficient than heat transfer due to

the. induced phenomena as observed in the cases of heatlni‘h surface absorption alofie2]. The emitting body in shape of
solid metal[18,19,7,8,20]. s . . cylinder-like, is formed with almost the same diameter as the heat-
A mercury layer of 10 mm in thickness is placed in the samgq |aser pulse. On the contrary such a light emission lasting for
rectangular tank as the Hg-water experiments. Fig(ii¢ $hows microseconds is not observed when the mercury is heated in the
the aspects of the heating of the mercury in the air with the samater. The water layer prevents the mercury vaporization and
laser fluenceF as the case shown in Fig(iB taken with the plasma formation. The shock wave propagation is observed, with
exposure time of 150 ns with the different frame speeds. In ordeaving a larger curvature than that of in the water, above the light
to make a comparison, the induced events in Hg-water syst@fmitting body. The propagation speed of the shock wave is esti-
with the sameF taken with the same frame speeds are shown inated to be over 1:610° m/s.
the figure(i). It is noted again that these photographs are taken atAccording to Fig. 3 and Fig. 5, the pressure generation in heat-
a little depression angle and each frame image corresponds to thgt of the mercury in the water can be yielded by the abrupt
as shown in Fig. 3(iv). According to Fig. 5(ii)-(a), no certainvaporization of water and/or mercury. Although the plasma for-
violent fluid motion on the mercury surface for a relatively longnation is not observed obviously in Hg-water system, even slight
period is observed such as the bubble formation and collapsei@sization of the metal vapor can trigger the plasma absorption,
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Fig. 7 Shock wave generation /propagation and Si vaporization in heating of

Si (i) in the water (on the left hand side ) and (ii) in the air (on the right) with the
pump laser fluence F=(a)3.8X10>mJcm? (top), and (b) 7.1X10? mJ/cm 2
(middle) taken with a frame speed of 20,000,000 fps [exposure time: 10 ns ].
Arrows in (i)—(a) and (i)—(b) indicate the generated shock waves and those in
(i)—(a) and (ii)—(b) indicate the Si vapor, respectively. In (ii)—(b2) the later
stage of induced phenomenon in the same case of (ii)—(b) Si-air system is
shown. Arrow indicates the shock wave. All photographs were taken with an
angle parallel to the heated Si surface.

150 200

which would facilitate the energy transfer from the laser beam &ystem. According to these observations, the generation of the
the metal. The plasma formation in the water would play an inshock wave in the Si-water system is dominated by the sudden
portant role for heating of the mercury in the water and for thehase change of water lied on the heated surface. The contribution

resulting phenomena. of the thermal expansion and vaporization of silicon is negligibly
small. In this time scale, one can observe only the shock-wave
3.3 Solid Material Heating generation and propagation as the resultant fluid behavior. Any

convective motion of the ambient fluid is not seen. That means the

3.3.1 Observation by High-Speed Camerdhe description - L . . ;
of induced events just after the irradiation of solid silicon surfac%ompresslblllty and inertia prevail the concemed fluid behavior.

; R - . . Figure 7 indicates the high-speed photographs capturing the
is conducted in this section. The typical high-speed photograp . . .
taken with different frame speeds when 0.6 mme-thick silicon igﬁenomena |.n heating W'm,a) 3,'8X102 mJ/cnt and“(b) 71
heated with the laser fluene=2.0x102 mJ/cnf (i) in the water X 10 mJ/ent in the case of(i) Si-water system andii) Si-air

and (ii) in the air are shown in Fig. 6. The time shown above?ystem._Not_ed that those flue_nces are higher than those in the case
below frame indicates the time passage from the beginning g#own in Fig. 6. The experimental layout and captured frame
laser irradiation at=0. In the figure, the schematic layout of théMages correspond to those in Fig. 6. As shown in Fi@-(@),
high-speed camera and test material is presentdiiiinand the the observed events in the Si-water system are almost the same as
schematics of the frame image @f and (i) is shown in(iv). In ~ shown in Fig. 6(i). A plane shock-wave front appears and propa-
the Si-water system, the shock wave is generated above the hegiaigs at a speed of 1.8%° m/s. In the Si-air systentj)-(b), on

area just after the beginning of irradiation and propagates at ttiee other hand, the vaporization of silicon is observed as indicated
speed of 1.5.0° m/s, almost the same as the sound speed in thg an arrow. In increasing, the intensity of shock wave exhibits
water. The spatial distribution of shock-wave intensity seems ura-spatial variation in the Si-water system, which is seefii)i{a).

form. In the Si-air system, on the other hand, the shock-wave frofihe distribution of the intensity corresponds to the silicon vapor-
appears in view at about 600 ns and it travels at about i3ation taken place non-uniformly as shown by the arrow in the

X 10?7 m/s, almost the same speed of sound in the air. The shotkird frame of(ii)-(b), which might be due to the spatial distribu-
wave intensity seems remarkably weaker than that in the Si-watiem of pump laser intensity. Figurgiij-(b2) shows the relatively
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Fig. 8 (a) Time-resolved reflectance

Time, ns

middle) of probe laser in the case of heating with
X10? mJ/cm 2. Top curve and the middle indicate the cases of
Si-air system and of Si-water system, respectively. The bottom

shows the pump-laser light profile.

nals as shown in

—
o

Pump detector output, V

o

(TRR) signals (top and
F=5.1

(b) Detail of reflectance sig-
(a). Noted that TRR signal detected in the

Si-air system is offset to coincide with the initial intensity in the
Si-water system for the sake of convenience for comparison.

take place in the range df<7x10° mJ/cnt. In the Si-water
system, on the other hand, after the increase of the signal, the
intensity falls down abruptly below the initial reflection-intensity
Inty wi- A subsequent slow rise towards dqf, is then observed.
Such a trend corresponds with the results of Yavas ¢f.8l. The
high-speed observation as shown in Figs. 6 and 7 reveals experi-
mentally that this abrupt fall is not caused by either shock wave
generation or silicon vapor plume above the heated surface. The
probe-laser light is thus scattered by certain objects in the Si-water
system. As indicated in previous work, this abrupt fall is domi-
nated by Mie scattering owing to the water bubbles larger than
Nprobd27Njig= Ryie [14,5]. The intensity rises back to the initial
value during the condensation and/or collapse of the bubbles. The
bubble growth rate and the quantity of generated bubbles increase
by increasingF so that the scattering period becomes longer. In
the cases oF >5.1x10? mJ/cn? the intensity does not rise back

to Inty wy but converges to the lower value. Certain morphological
changes are observed on the surface after the experiments.

Figure 8(b)details the TRR signals at the early stage of the
event in the same case as shown in Figa)8The TRR signal
detected in the Si-air system is offset to coincide with the initial
intensity in the Si-water system shown asglitt the figure. A
sharp rise which started at about 10(skown ag,;s. in the figure)
is captured in both signals. It is noted that the onset time of in-
tensity rising, t;s, and the increasing rate of the intensity are
almost coincident in both systems. At the early stage of the heat-
ing in both cases the temperature variation of Si contributes the
increase of TRR intensity. The start of the intensity decrease in the
Si-water system, at the tintg,,shown in the figure, is dominated
by the scattering of the probe-laser light by the bubbles larger than
Ruie~80 nm as aforementioned. Thus the onset time of the nucle-
ation must lie betweetys. andtqo, although the accurate nucle-
ation time cannot be determined by this series of experiments with
the pump and probe method.

In order to exclude certain time lags due to the measuring sys-
tem involved in the detected signals, the traveling times of the
pump and probe-laser lights, and the time lags involved in the
photo detectors are taken into account as shown schematically in
Fig. 9(a). Assuming that the pump laser arrived in front of the
photo-detecting element of the pump detectar=at,, the travel-
ing time of pump light between the pump detector and the Si
surface ista(=d;/c), the traveling time of probe light between
the Si surface and the probe detectatgis=d,/c), whered; and
d, indicate the distances between the pump detector and the Si

later stage of the events in heating of the silicon in the air. urface, and between the Si surface and the probe detector, respec-
should be noted that shock wave appears in view behind the difrely. Noted that the pump detector is located right behind the
fusing silicon vapor, which is indicated by the white arrow. Sucheam splitter. The time lag involved in the pump detector from the

a kind of feature is not demonstrated in heating of the mercury §apturing of the light to the delivering of the signal to the oscil-
the air as indicated in Fig.(#)-(b). loscope isA ,, and the one involved in probe detectorAig. In
addition, a time lag between the irradiation of the pump laser and

3.3.2 TRR Signal Measurements and Estimatiorsstima- the t i h d bet the t t h d
tion of the time-resolved reflectan¢@RR) signals coupled with 5 ¢ ‘€MPerature change, and between the temperature change an
rp]g optical property change are assumedrasnd 7,, respec-

the results of high-speed observations is carried out in this secti " > - o2 )
Figure 8(a)sh0\?vs tﬁe typical 632.8 nm TRR signals for a Ion%vely. The timet,s. when the TRR signal intensity rises is then

) A - described agige=(71+ 1) +(Ag—AL) +(ta+1tg) as shown in
time period in the case d¥=5.1x10° mJ/cnf. Noted that quali- : rise” L1 72 : / .
tative features of TRR signals in this experimental rangg afe the figure(b). The flight time of the lightst -tg) is derived by

; easuring the distancels andd,, and Ag—A,) is estimated by
almost the same. The top curve and the middie one correspong{g o jaser puise measurements with the pump and probe de-
the results in the Si-air system and in the Si-water system, resp

tectors located just behind each beam splitter. The variations of
tively. The pump laser profile is shown at the bottom. The dete F L a )
ing time of the pump laser by the pump detector is equivalent ¢’ tpeakand time-lag={Ag —A,) + (ta +1g) versus laser fluence

= S ) . . . F are indicated in Fig. 10. It can be seen thg}, variation is
t=0. In the Si-air system, the intensity of the TRR signal NS Imost equivalent to the time lag variation, which means that

creases *’?‘ﬂer the irradiation and then falls to the |n|_t|al Vall‘| almost equivalent to the beginning time of the pump laser irra-
Inty i This tendency corresponds with the result of Jellison et lation of the Si surface. Therefore, the time dfef s

[20]. This can be translated as following; TRR-signal increase ich is also shown in the figure, can be approximately translated

C?‘”S‘ed by the increase of.reflectl\./lty due to the temperature NS€80 the time when bubbles of the order of 80 nm in radius appear
Si surface. After the heating period, the surface temperature H the Si surface. An accurate evaluation of £ 7,) is beyond

creases due to the thermal diffusion, which results in the decre S :

of the reflectivity towards the initial value. In this experimenta{?‘ggolmIon in this experimental apparatus.

range in the Si-air system the TRR intensity decreases below the3.3.3 Temperature Field in Laser HeatingNow the correla-
Int, in the case of heating with the fluene>7x10° mJ/cnt, tion between TRR signal and the temperature variation of the
which is explained that no morphological changes on the surfaceadiated surface is considered. First of all, the temperature field
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Fig. 9 (a) Schematic of time lags due to the light travels along the paths of pump laser and probe laser

and time lags due to photo detectors.

material surface, and between probe detector and test material surface, respectively.
cate time lags involved in pump detector and probe detector, respectively.
ta(=d,/c) and tg(=d,/c) are equivalent to flight time along

involved in the measuring system.
d,, respectively.

d, and d, indicate the distances between pump detector and test

A, and Ag indi-
(b) Estimation of time lags
d, and

induced by the laser heating must be described. At the centendierew is the heat source term described below with the assump-
the irradiated area, the heat transfer can be assumed essenttally that the incident pump laser light has an uniform spatial pro-
one-dimensiondl15] taking the thermal penetration depth durindile, subscript{ and Wir indicate the heated material and water,
the heating period into account. The temperature profiles in thespectively. Subscripf shows heated materiglor water Witr.
heated material and in the ambient liquid or water are calculatedThe heat source term is described as following:

by use of one-dimensional Fourier’s heat conduction equations as
follows assuming that the water region is transparent for second

harmonic Nd:YAG laser of 532 nm in wavelength:

Te 2% _ 4t (in heated material
(pCp)—r + —- =(t,x) (in heated materia
aTWtr 0thr .
(pcp)WtrT"‘ X =0 (in watep
AT
q:= Eax
© trise ;
O peak Si-Water
40+ = tpeak_trise * 4
-4~ time—lag

RARS TN ¢

Time, ns
N
(]
S o
= & T

2
Laser fluence, mJd/cm

Fig. 10 \Variations of t;s (time when TRR signal rises ), tyeax
(time when TRR signal reaches maximum ), tpeqa— tise @nd time
lag (Ag—A,)+(t4+1tp) lied in the measuring system as shown

in Fig. 9 in the Si-water system.
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o(t,x)=1(t)- (1 =R)k exp(— «X)
:0 (t|§t)

wherel (1) is the temporal intensity of incident light of the pump
laser, R the reflectivity of the heated material in watet, the
absorption coefficient, angl the pulse duration of the pump laser.

Though the actual intensity profile can be described as a tem-
poral Gaussian profile, it is further assumed that the laser fluence
F is distributed with a triangle shape proposed by Ho ef Hi].

(0=t=t)

“ Ty, Asai .
o0 oty asai Si-Water
S 140
L tHN —t. TNu Asai
R peak—lrise s
. P N P
- § 1
g M T 22 2
..g / . tNu,Asai (I.;
‘2_580' \"/ e 120 £
= & e g E =
O X = \“;\ g E% X
- . %
\ \‘\N,, 4 J
Thn 12 s —_
""u,,”“‘bw
570 ! !
10? 0

Laser fluence, mJlcm?

Fig. 11 Nucleation threshold temperatures Tuniz and Tyyoo
obtained from the conventional thermodynamics, the theoreti-

cal nucleation temperature Ty, asai derived from heterogeneous
nucleation theory in the field with temperature distribution by

Asai [23], the corresponding nucleation times thn and  fyy asai
variations in the case of Si-water system, and the measured
value of (fpeak—tise) Versus pump laser fluence F. Nucleation
time tf, indicates the time when Si surface temperature
reaches in the one-dimensional heat conduction
problem.

THN,12
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Superheated layer thickness, nm whereS; is the heated ared, the nucleation rate of the homo-
30 : Pressure, MPa Y100  geneous nucleatio, the heat flux on the interface, arfg, the
. surface temperature.
Si-Water 1 Figure 11 indicates the nucleation threshold temperatures de-
4 scribed above, i.e., temperatures obtainedipyhe conventional
Py A thermodynamic homogeneous nucleation theory(@nthe Asai’s
ﬁ P 1 theory, and their corresponding times of nucleatibrtime here-
= J after) when the laser-heated surface temperature reaches those
& thresholds. TheN-time is obtained in the one-dimensional heat
150 conduction problem applied to this experimental system. The
4 N-times atT,,= Ty 10 @and Ty, = Ty asai @7€ presented &g, and
tnuAsair FESPECtively.
In the case of >1x 10> mJ/cn?, the nucleation threshold tem-
. perature of the Asai’s theorVy, asai IS @lmost constant at 586 K,
which is higher than that of 4y ;. and Ty 2. Despite the differ-
ence of about 10 K betwe€eT, asaj @and Ty 12, the N-times of
O e 01'0 tin andty, asa @re almost coincide, especially at higter This
10 10 means that that a slight difference of the nucleation threshold
Laser fluence, mJicm? temperature up to 10 K has little influence upon the onset time of
nucleation in such a rapid heating process. The experimental re-
Fig. 12 Experimental results of pressure values  Pp, and the  sults of Rye-size bubble formation time tfeactrse) exhibit
prediction of the generated pressure Py, obtained by applying higher values than thi-times while show almost the same trend
the physical model [17] to this experimental system. Experi- in increasingF.
mental results of  (fpea—lrise) aNd the numerical result of as- In the case of <1x 10? mJ/cnf in the calculation, the surface
sumed nucleation time  f,y, as shown in Fig. 10 are also shown. temperature of the irradiated material does not reach any nucle-

N
[=]
T

Time, ns

N
o
T

In addition, calculated superheated layer thickness of water &7 44i0n threshold temperatures considered above. Noted that the
when the surface temperature reaches Ty of water is indi- . S 5
cated. nucleation threshold temperature does not exist in the Asai’s

theory at this range of the laser fluence. The experimental results,
on the other hand, indicate that the bubbles of about 80 nm in
diameter are formed on the heated surface at approximately 20 ns.
The bubble formation is revealed by the fact that the TRR signal

. intensity falls below the initial intensity after it reaches the maxi-
ree(tjches maximurt, _ar? value((jjc;‘_rc_)m the m(re]asurerr?ent as 26. um value in this range df. This result indicates that the nucle-

and 10 ns, respectlveya Inl addition, nohp ahse ¢ ﬁnge k:n eithgon takes place when the surface temperature reaches a certain
region Is assumed. It s ouq be noted that the authors have 6h?ﬁﬁperature less than the homogeneous nucleation temperature
estimated the temperature field by use of one-dimensional hypﬁar-

bolic heat conduction equations, which has converged into th&N12*

results by Fourier’s law in this experimental range. 3.3.5 Pressure Generation.Figure 12 shows the extrapo-
lated pressure valud?,,,, as a function of-. The measured pres-

3.3.4 Criterion of Onset of Nucleation.The sudden vapor- B _ .
ization of superheated water dominates the explosive press;’-g,t'jée values in the range 6f>Fp_3X102 mJ/cnt are plotted in

Here the pulse duration, and the time when TRR intensity

generation. The criterion of nucleation onset or nucleation te € figure. Noted that this is because the PVDF pressure trans-

perature must be then considered. Now take thermodynal i%eC:r: fﬁgtngtndeésféesn?hr:svsvfgkigresesnuergt:gdinthﬁet;m]s %‘\)’ﬁﬁ not
analysis concerning the kinetics of the vapor embryo formati The sh)c/>ck wave F;s actuall generated in the cagdi of
process into account. In the conventional homogeneous nucleatig p v 9

theory a certain value of the nucleation rdtés considered as a .~ P’ which is confirmed by use of the optical pressure measur-

threshold to determine the nucleation temperature. The nucleat % n‘?’ﬁtehOder?gPastggrmr%stgﬁr(remirr?gi:sﬁe?t F;(r)ogcr’;'ggatl’ly Ft)(?rtkhgtfﬁi-
rateJ is described as followf22]; : g p prop y

ence. In the figure the prediction of the generated pressure value
P., based upon the physical mod&l7]applied to this experimen-

1/2

J:Nl(Sm(T)) exp(G(T)) tal system is presented. In this model the explosive pressure is

Tm assumed to be generated by the abrupt vaporization of the super-
3 heated layer of the water of; in thickness when the surface

G(T)=— 16moy(T) temperature reaché'%,\j_vlz. The measured pressure exhibits lower

3kgT(P,(T)—P,)’ value than the prediction, but has almost the same tendency as a
function of F in the range of higheF.
whereN; is the number of liquid molecules per unit volums,  The calculated superheated layer thickness of the wajteis

the surface tensiomy, the mass of the one liquid molecule; the  also indicated in the figure. The superheated layer grows up to

Boltzmann constant?, the vapor pressure anfdl.. the ambient several tens of nanometer in thickness in the rapid heating. The

pressure. The homogeneous nucleation temperatures at two diffgfckness almost corresponds to the size of the bubbles scattering

ent thresholds of nucleation rate are evaluafiggl 1, at J=10"* the probe light. It is noteworthy that the sudden vaporization of

and Ty 22 atJ=10% such a thin water layer dominates the explosive pressure genera-
In addition, the heterogeneous nucleation theory with a shatipn.

temperature distribution proposed by A$aB] is applied to this

experimental condition. In his theory, the nucleation temperatut@onclusions

presented here &by, asqi, IS Obtained from the correlation pre-

In the present study, thermal-fluid phenomena adjacent to liquid
sented as follows:

metal-water and solid material-water interfaces induced by
nanosecond-pulsed laser heating with the flueRaef 5.0x10

Sh)‘W"JHN(TN“’A/Sai) ,=1, ~1.0x10°mJ/cnt were investigated experimentally. In the
At asa) Tw(tnu,asa) { G (T, asad b mercury-water system, the shock wave generation and the bubble
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1131
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formation took place by laser heating. Instantaneous vaporizatio,m,
of water and/or mercury yielded the explosive pressure generation p

up to 10 MPa and resulting fluid motion. In the silicon-water

system, the explosive bubble formation and the resultant shock o
gﬂbscripts

wave generation were induced by the rapid heating. The variati
of the time-resolved reflectan€€RR) signal indicated the heated

surface temperature change and the bubble formation at the interHN
face. The high-speed observations revealed that the abrupt fall of Hg
TRR signal was caused not by shock wave nor Si vapor above ttigobe
surface, but by scattering of the light by bubbles of the order of 8UMP
nm in radius. The vaporization of the thin superheated water re- Si
gion of the order of several tens of nanometer led the explosive

pressure generation.
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Nomenclature

¢ = speed of light
¢, = specific heat
d, = distance between the pump detector and the Si sur-
face
d, = distance between the Si surface and the probe detec-
tor
kg = Boltzmann’s constant
F = pump laser fluence
| = temporal intensity of incident light of the pump laser
Int = intensity of the TRR signal
J = nucleation rate
m; = mass of the liquid molecule
n = refractive index
N, = number of liquid molecules per unit volume
p = pressure
g = heatflux=—\(dT/dx)
R = reflectivity of the heated material in water
Ruie = =Npropd2mNiig
S, = heated area
t = time
ty = traveling time of pump laser light between the pump
detector and the Si surface
tg = traveling time of probe laser light between the Si
surface and the probe detector
t; = pulse duration of the pump laser
tpeak = time when TRR intensity reaches the maximum valuem]
tise = time when TRR intensity begins to increase
T = temperature
Tun = homogeneous nucleation temperature of liquid
Tnu = nucleation threshold temperature
X = coordinate in the normal to the heated material sur-
face direction
Greeks
x = absorption coefficient
A, = time lag involved in the pump detector
Ag = time lag involved in the probe detector
" = superheated layer thickness in water
N = thermal conductivity
Nprobe = Wavelength of the probe laser
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A Fractional-Diffusion Theory for
Calculating Thermal Properties of
Thin Films From Surface
Transient Thermoreflectance
Measurements

The transient thermoreflectance (TTR) method consists of measuring changes in the re-
flectivity of a material (thin film) under pulsed laser heating, and relating these changes
to the corresponding surface temperature variations. Analytical solutions of the diffusion
problem are then used to determine the thermal conductivity of the material following an
iterative matching process between the solutions and the experimental results. Analytical
solutions are attainable either when the material absorbs the laser energy volumetrically
or when the material absorbs the laser energy at the surface. Either solution allows for
the determination of only one thermal property (thermal conductivity or diffusivity), with
the other one assumed to be known. A new, single, analytical solution to the transient
diffusion equation with simultaneous surface and volumetric heating, found using frac-
tional calculus, is presented in a semi-derivative form. This complete solution provides the
means to determine the two thermal properties of the material (thermal conductivity and
diffusivity) concomitantly. In this preliminary study, the solution component for surface
heating is validated by comparison with experimental data for a gold sample using the
classical thermoreflectance method. Further results, for surface and volumetric heating,
are obtained and analyzed considering a GaAs samp@Ol: 10.1115/1.1416688

Keywords: Analytical, Heat Transfer, Laser, Measurement Techniques, Thin Films

1 - to find an analytical solution for the surface temperature,

Introduction
Obtaining analytical solutions for transient heat diffusion pro one is required to find a solut_lon to the_ diffusion equation not only
r the surface, but for thentire domain;

lems within & certain domain is complicated because of the ma 2 - analytical transient solutions, with uniform and constant
ematical intricacies involved in solving the differential equation i yucal the densitv and tF\ ific heat of th terial
governing the phenomendsee, for instance, fsik [1], Kakag properties, require the density and the Specitic heat ol the materia

and Yener2], Poulikakos[3]). Numerical simulations are often © be known a prioriif the objective is to find the specific heat—
the only choi(’:e for solving the problem assuming the density is known—then the thermal conductivity
When seeking a relationship between temperature and heat RSt be "”OWF‘; in e_ither case, only one _th_ermophys?c_al property
at a particular location, say at the boundasyrface)of the do- Can be determlned, |.e.,_thermal conductivity or sp_euﬂc)heat
main, the diffusion equation must be solved within the entire do- 3-a theo_ret_lcal_solutlon for the TTR method exists only when
main first. the laser radiation is assumed to be absorbed at the surface of the

There are practical situations in thermal engineering in whichfgm (in Wh'ph case the material is S.a'd to bp_aque); when the
relationship between surfadéocal) temperature and heat flux laser radlgtlorj is ab_sorbed vqumetrlcaII_y as it pgnetrates th_rough
would suffice. Consider for instance the experimental transiehte material(in which case the material is said to tsemi-
thermoreflectancéTTR) method used to determine the thermalf@nsparent), a numerical simulation approach is followed.
conductivity of different materials including thin filmu et al. |5 the following sections, a relatively simple methodology for
[4], Chen et al[5], Goodson and FIiK6]). The TTR method geriving a single, general, fractional equation relating surface tem-
consists of heating the surface of the material with a very shosbratyre, surface heat flux, volumetric heating and thermal prop-
laser-pulse and then tracking the time-decay of the surface tegiesthermal diffusivityand thermal conductivity is presented.
perature(by measuring the surface reflectivityTherefore, the 1hig methodology, based dinactional calculus was shown by

time evolutions of the surface temperature and of the heat flux 38ge and Kulish[7] to be extremely effective when applied to
kn_(l)_\k/}vn. h | ductivi f th ial hen be d solving transient diffusion problems.
€ thermal conductivity of the material can then be deter- 1, general fractional equation, applied to the TTR method, is

tm'”edf tt)z matcfhlng :he expetrlrr‘;;arlLaI resu(lit?., tlhtﬁ tlmet_evlolu- shown to alleviate the three limitations of standard analytical so-
fon of the surface temperatyr e analytical(theoretical or lutions described previously. Furthermore, it is shown that the

nume_rlcal) solution obtained by soIvmg the transient d'ﬁus.'ontemperature solution to this equation is dependent on two inde-
equation that models the laser-heating phenomenon. This %%

roach has the following three main limitations: ‘ndent groups of thermal properties. Hence, both the thermal
P 9 ’ diffusivity andthe thermal conductivity of the material under test
, o o can be determined simultaneously, extending the applicability of
Contributed by the Heat Transfer Division for publication in th®URNAL OF
the TTR method.

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 28, ) . . .
2000; revision received May 4, 2001. Associate Editor: R. Skocypec. Solutions from this new theoretical approach are validated us-
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ing experimental thermoreflectance measurements of a geltiere p(x,t) is the inverse Laplace transform of the function
sample, with additional solutions obtained for the case of GaA®(x,s).
Invoking the Fourier law together with E¢9), a relationship
) o ) between the heat flug”, and the temperatur€ in any location
Extraordinary Diffusion Equation inside the domain, including the boundary, is obtained.

Consider a one-dimensional time-dependent diffusion problem k [dY2T(x,t) Ty  d“%p(x,t) p(x,0)

in a semi-infinite medium, with a space and time-dependent volu- q”(x,t)= — 7 7 75 17
metric heat source or sink. The diffusion equation, assuming con- @ at (mt) at (t)
stant and uniform properties, is ap(x,t)
aT(xt)  PT(x,t)  g"(x,t) 0 @ o (10)
—a _ =0,
at ax? pc An expression for the local temperatuféx,t) can be derived

whereT(x,t) is the scalar temperature fields the time,« (equal from Eq.(10) by the use of the fractional operater ¥4 )/t~
tok/pcy), k, p, andc, are, respectively, the thermal diffusivity, theand the fractional calculus propertiesee[7])

thermal conductivity, the density, and the specific heat of the ma-  ;n dfgt)| gty ATt I'(n+1)

terial being heated, ang” is the volumetric heat sink or source —ﬁ( : )f e —= n—f.

(heat-power per unit volume g\t at at I(n+1-1) (11)
The system is initially at equilibrium, s&(x,t)=T, for t<0, PRI )12

whereT is a constant and uniform temperature everywhere in the ——g = ZC(—)

domain. Atx=0 the boundary condition is one of known heat flux at m

(either adiabatic or uniform nonzero heat flukor a semi-infinite  The result is
domain, wherx— o the boundary condition i$—Tj. 5
Implementing the change of variablés= o~ Y%, and T*=T —172 o kP
—To, Eq.(1) becomes w29 A XD kI
IT* (&) PTH(ED g (D
ot 0E° pcC

T(x,t)=To— p(x,0)+ p(x,t) + QT —
=0, ) (12)

o o ) ) Equations(10) and(12) depend on two distinct groups of ther-
and the initial condition is now written &* (£,0)=0. Taking the 4| properties, namely,kbcp)l’z andk. Results particular to the

Laplace transform of Eq(2), and using the initial condition ;e¢ro yolumetric heat source/sink case and to the uniform volumet-

T*(£,0)=0, ric heat source/sink case can be obtained from Bd¥.and (12)
420 by setting p(x,t)=0 and assumingp(x,t) =p(t), respectively.
d_gz_ sO®+Q(&,s)=0, (3) The resulting equations are peculiar for depending on one group

of thermal properties,l(ocp)’l’z. This aspect can be highlighted
where®(¢,s) is the Laplace transform af* (£,t), andQ(&,s) is by re-writing the last term of Eq12) as
the Laplace transform af” (&,t)/(pcy). _

Equation (3 1S an gr‘digiry) e ontia equation, which is TD=To+ TiX, O+ T, (x0), (13)
known as thdorced oscillations equatigrcommonly found in the where the last two terms are the individual contributions from the
field of dynamicgsee Kamkg8]). The solution to this nonhomo- local heat flux and the local volumetric heat source, respectively,
geneous equation can be written as 1 TV (,0)]

O (£,5)=Cy(s)exil és%]+ Cy(s)exd — &Y+ P(£,5), (4) T = ey ™ o 12 (142)
where the two first terms on the right side form the general solu- ap(x,t)
tion of the associated homogeneous equation, W@é# s) =0, « 1/2(9—1/2{{9_’
andP(¢,s) is a particular solution. __ K X
For the solution, Eq(4), to be bounded a&—, the parameter T, (t) P(x.0)+p(x.1)+ pCp gt 12 :
C4(s) must be zero, so (14b)
_ 1/
O(£,5)=C(s)ext] —¢s™+P(&:5). ) Transient Thermoreflectance Method
Hence, the constar@(s) can be written as The TTR method comprises heating the surface of the material
C(s)=[O(&,5)— P(&5s)]exd &Y. (6) under test with a short laser pulse. Part of the radiation energy
) o ) from the laser is reflected by the surface of the material. The
On differentiating Eq(5) with respect tc, remaining radiation energy is absorbed within the material during
90(£,3) IP(&,3) the heating process. The surface reflectivity of the material is con-
= —C(s)sM2ex — &1+ ———. (7) tinuously measured as it changes during the heating process. Re-
23 9é lating the relative surface reflectivity variation to the relative sur-
Eliminating C in Eq. (7) using Eq.(6), one obtains face temperature variation allows one to infer the time variation of
the surface temperature from the reflectivity data.
I0(&,s) _ 120 (£,5)+ PP (£,5)+ dP(¢,s) ®) If the heating area is much bigger than the probing area and the
o€ ’ ’ 9E properties of the material are considered uniform and constant, the

nergy balance equation can be considered unidirectional.
The radiation power flux distribution at the surface is Gaussian
in time (normal distribution, i.e., 1”(0;t) =1, exp{—[(t—b)/o %},

Applying the inverse Laplace transform and restoring the origtle-
nal variables, then

aT(x,t) 1| To IPT(x,)  dp(xt) p(x,0) where |}— the incidence radiation power flux &b —equals
ax  aP|(at)? T al? T (art) 2 F/(om?), with F being the fluence of the laser irradiatigre.,
radiation energ\E per unit of heated surface aréa, andb and
n Ip(x,1) ©) (27Y25) represent the mean value and the standard deviation of
ax the normal distribution, respectively.
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Two alternatives exist for modeling the laser heating procesghere A* =1,ako/(27Y?), B* =erf(t*)—erf(b/o)exp’at),
The first and most common alternative is to assume the mated@ldt* = (b—t)/o.
as opaque, in which case the material absorbs all the rao!iation atquationg(15) and(24) can be combined into a single equation
the surface. In this case, the volumetfiaternal) heat sourc&”  (Eq. (13)) if two lasers are used to heat the sample material, and
of Eq. (1) is set equal to zero. Consequentily,(0,t)=0 and the one laser has its wavelength tuned such that the laser radiation is
surface temperature, from Eq4.3) and(14), becomes absorbed preferentially at the surface and the other has its wave-
e length tuned such that the laser radiation is absorbed volumetri-

1 9" 705(1) cally. The advantage of this combination, not yet explored, is that

(kpcp)1/2 atfllz ’ (15)

the temperature solution becomes dependent on two independent
where the surface heat flithe boundary condition at the surfacedoUPs of thermal properties. Hence, the thermal diffusrasiyl
of the material)is

Ts(t):T0+

the thermal conductivity of the material can be found concomi-
tantly, extending the applicability of the TTR method.

R (16)
gqu(t) = exg —| —| |,
o'’ o Model Validation

wherer is the surface reflectivity. Notice that E(L5) can be  The model validation is accomplished by utilizing an experi-
shown to be identical to the solution provided bgi€k [1], p. 77, mental setup for the TTR measurements, shown in Fig. 1, consist-
Eqg.(2-138), supporting the validity of the fractional solution Wlthng of a pulsed Nd:YAG laser radiating at 532 nm wavelength

no source/sink term. ) ) _ used as a heating source, with radiation endggiat can be set
The second alternative, normally pursued via numerical simgom 0 to 1.0 mJ.

lations, is to consider the material semi-transparent. Hence, therhe probing region, shown in Fig. 2, has a diameter
boundary heat flux is set as equal to zero and the laser energ\_is 4 ,,m, about 100 times smaller than the heating region char-
assumed to be absorbed volumetrically within the material. ThRteristic dimension of 20qum. The heated surface area As
energy balance is then identical to E@) with g”, the absorbed —5 1x1078 m?, hence the fluencé can be set from 0 to approxi-
laser radiation per unit of volume, expressed as mately 19.6 kJ/rh The surface temperature is monitored during
t—p\2 approximately 100 ns, counting from the beginning of the heating
q"(x,t)=1p(1—r)k exp — Kx)ex;{ - (—> } (17) process. The uniformity of the laser beam intensity was estimated
g as the standard deviation of the peaks and valleys magnitudes in
wherex is the extinction or attenuation coefficient of the materiaf€Spect to the mean value. The calculations were carried out with

The Laplace transform of E(ﬁ17), after dividing it bypcp’ and values obtained from a fast digital camera, which has 12 bits
using £= a2 intensity resolution depth of the image, as shown in Fig. 3. The

X, IS o . . . . .
standard deviation of the laser beam intensity uniformity, with 95
b 12— a2 242 percent confldencg level, is nine percent. Therefore! the one-
Q(&s)= 20¢, (1= komiel el ° dimensional equation used for the heat transfer analysis seems to

be justified in the present case.
X erf o Zb)
er E S ;Z

4

An essential laser beam characteristic is the temporal distribu-
: (18)  tion of the heating beam intensity on the sample surface. The
experimental data indicates that a Gaussian curve, \bith

It follows that =9.6ns, andr=4.3 ns, fits well the time evolution of the laser
5(5) radiation during one pulse. The average uncertainty of the curve
P(£:s)= — exp( — k%), (19) fitting is less than 6 percent. _ _
S—Ka A direct comparison with experimental results using gold,

~ . . _which has a very large attenuation coefficierti.e., it is expected
where Q(s) = Q(¢;s)exp(ka’’?). By applying the convolution  pohave as an opaque material absorbing all the radiation at the
theorem and taking into account that the inverse Laplace traRSirface), and witlE = 0.5 mJ, is presented in Fig. 4. A normalized
form of Q(s) is Ipx eXp_{f[(tfb)/‘f]Z}' and the inverse Laplace emperatured="T*/(T,,— To), is used, wherd,, is the maximum
transform of 1/6— x%a) is exp(“at), we obtain temperature valuéequal to 60°C in this cagdound within the
17(1—r) ke < o2 time interval Q—lOO ngthe experimental time .ra.mgeObserve
p(x,t)= b glat that within this temperature range the reflectivity of gold falls

pCp 2 within a linear regime.
¢ The uncertainty of the experiment@results shown in Fig. 4 is
« el =bPo?+K?] erf(— + K) erf(K)}' (20) estimated at six percent. This uncertainty value was derived from
o the standard deviation of the random fluctuations of the tempera-

ture response in respect to the mean value, with 95 percent con-
fidence. Observe, from Eqgl5) and (16), that the shape of the
normalized curve is independent ofkdc,) and F(1-r)/
(o7*?). The agreement between the experimental results and the
= theoretical prediction is excellent, in that the theoretical values fall
Noticing from Eq.(20) that dp(x,t)/dx= — xp(x,t), and within the experimental error band. This agreement validates the
fractional theoretical equation for the surface temperature,

where

K K2ad?—2b 1
- 20 ' (21)

lpako b b—t
P(0.)= ——z7 |erf ;) exp(Kzat)—erf(T) (22) Eg.(12).

For the sake of demonstration of the applicability of the frac-
tional solution, we consider now a GaAs bulk samfle 0.39,
(23) pcp=1.73X10° JInPK, k=52 W/mK). Using the same laser char-
acteristics as in the previous case, and assuming the material as

ap(0,t) B lyak?o
ax 272

b—t b
erf( —) - erf( —) exp(k2at)
g g

then, from Eq.(14b) with p(0,0)=0, we have opaque_(i.e., all radiation energy absorbed at the _sur)‘actbe
1o theoretical results from Eq15) are shown in Fig. 5, in terms of
T (0)=A*| —B* + ka2 B (24) the excess temperatufi® , considering three different laser flu-
v ot~y | ences. Keep in mind that very high temperatures can induce non-
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Fig. 1 Schematic of the experimental setup  (http://www.seas.smu.edu /setsl)

linear effects in certain materialg.g., properties strong depen- Observe how the temperature evolution with time tends, when
dency on temperatuyeand this effect is not accounted for in theg increases, to the same evolution presented in Fig. 5. This ten-
present analytical solution. dency indicates the consistency of the model, at least as far as
Also plotted in the same grapglashed linejs the time evolu- opaque material¢high «) are concerned.
tion of the normalized laser radiation, i.g/qp,. Itis interesting ~ Also interesting is that the results from the volumetric source
to note that the delay in the temperature response of the materfdctional solution diverge§T? increases without boungsvhen
in comparison to the laser energy, is independent of the fluencexof 1.5x10° m™* or greater. This abnormal behavior, shown as
the laser as indicated by the maximum temperature being attained dashed-line curve in Fig. 6, is a consequence of trying to
at the same time in all cases. simulate, with the volumetric heat source solution, a configuration
We now consider the material as semi-transpafeet the ra- in which the laser energy is in fact concentrated at the surface of
diation energy is absorbed as a volumetric heat souarel solve the materialbecause is too high). Again, the model seems con-
Eq. (24) with F=0.5mJ and different values of. Results are sistent in this regard as wellMathematically, the diverging be-
shown in Fig. 6. Notice that the correct value of the attenuatidmvior of the analytical results for large when « is high, is
coefficient for GaAs isx=7.8x10°m™1, attributed to the exponential function in time of the teBh, with
positive coefficientk?e, that must be calculated for determining
T,(01) from Eq.(24).)

e | —

Volumetric Heat Source ¢ X

To
Bulk GaAs

To

Fig. 2 Schematic of the heating and probing spot positioning
on the sample Fig. 3 Spatial intensity distribution of the heating laser
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Fig. 4 Time evolution of the normalized surface temperature
for opaque (gold) material

It is certainly instructive then to consider when the volumetric_ 1 -8 2

K= 1.5><10(’m'|///

_w'm’
Sa0’m’
2;)Tm'] - o
10°m”
1
60 t (ns) 00
Fig. 6 Time evolution of the excess surface temperature for
GaAs
okAT opCpAAT
K = (30)

SatF(i-1n)  tE(-1)

If we now use the scales for the parameters involved/Aas:
o~10"%s, k~1PW/mK, AT~10PK, a~10°

heat source model is preferable to the boundary heat flux moq?llz/s t~10"%s,E~10"4J, and (-r)~1, we can substitute the
The energy balance equation with volumetric heat source, namg%ués in the ir{equality E(‘(so) and obtai}k<105 m-1 Consid-

can be scaled as
AT AT  «kF(1-r)
T’va?-i- W. (26)

ering the value ok for GaAs, namely 7.8 10° m~%, we conclude

from our criterion that the laser heating process of GaAs would be
better modeled using the surface flux model, not the volumetric
source model. This conclusion is corroborated by experiments
with GaAs, for which the results are identical to the ones pre-
sented in Fig. 4.

When the volumetric source term scales with the diffusioBummary and Conclusions

term, the length scale for the heat penetration depth is
( okAT )1’2

T\ kF(1-1) @7)

A theoretical analysis, based on fractional calculus, was con-
ducted for the solution of the unidirectional diffusion equation
with time-dependent surface heat flux and with time and space-
dependent volumetric heating. The analysis unveiled a novel,

When the volumetric source term is not present, the lengingle, and general equatiéa fractional solutionfor determining
scale for the heat penetration deptharacteristic of the surface- the surface temperature of a material under surface heat flux and

heating modeljs
8¢~ (at)2,

(28)

volumetric heating, with direct application to the TTR method of
determining thermal properties of thin films.
Experimental results of TTR tests conducted on gGdh

By comparing the two previous scales, one can find a criteri@padque materialyalidated the fractional solution for the case of
for determining when the volumetric source model is expected laser radiation absorbed at the surface of the material.

be accurate, namely,

okAT |12
KF(l—r)) >(at)*

51)2 6f2

In terms of the radiation attenuation coefficient, the criterioﬁx

reads,

L, 30T g
s 1 s dm
300 4 .

&) ! % 038
250 e -

200 - ;0.6
0.4
0.2

A . ) . 7‘ Tt 40

0 20 40 60 80 100

Fig. 5 Laser fluency effect on the time evolution of the excess
surface temperature for opaque material: analytical results

Journal of Heat Transfer

(29)

Theoretical results were also obtained for a bulk sample of
GaAs, with the laser radiation first assumed to be totally absorbed
at the surfacgopaque)of the sample, and then with the laser
radiation assumed to be absorbed volumetrically by the sample
semi-transparejit The analytical results predicted by the frac-
ional approach were consistent with our experimental observa-
tions, and with a new simplified criterion for determining when a
material, under a certain laser radiation, is better modelled as
opaque or as semi-transparent.

The general theoretical solution obtained via the fractional ap-
proach creates a new experimental possibility for the TTR
method. As the single general solution, for surface heat flux and
volumetric heating, is dependent on two distinct thermophysical
properties, one can envision an experiment in which two lasers are
used to heat up concurrently a material, instead of only one as
usually done. One laser would have the frequency tuned so that
the material would behave as opaqiie., a frequency at which
the attenuation coefficient of the material is very high so that the
laser energy is absorbed mainly at the surfad@ée other laser
would have the frequency tuned such that the material absorbs the
energy as a semi-transparent matefia., a frequency at which
the attenuation coefficient of the material is very low so the laser
energy would be absorbed volumetrically as it penetrates through
the material). In this way, the surface temperature response of the
test material would be influenced by a surface heat flux as well as

DECEMBER 2001, Vol. 123 / 1137
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by a volumetric heating effect. Comparison with experimental re-
sults would allow the determination of both thermophysical prop-

T, = local volumetric heat source/sink temperature
contribution, Eq.(14b), K

erty groups from a single measurement. This idea is yet to be Ty = surface temperatur@t x=0), K

explored.
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Nomenclature

b = mean of normal distribution, s
C,C,,C, = auxiliary parameters or constants
F = laser fluence, J i?
I” = surface radiation power flux intensitat x=0),
W m™2
p = surface radiation power flux intensitatt=b),
W m2
K = auxiliary parameter, Eq21)
p = inverse Laplace transform &f
P = particular solution
g = surface heat fluxat x=0), Eq. (16), W m 2
qn, = maximum local heat flux, Eq10), W m 2
Q = Laplace transform oﬁ”’/pcp
r = surface reflectivity
s = Laplace transform variable
T, = initial temperaturgat t<0), K
T¢ = local heat flux temperature contribution,
Eqg. (14a), K
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6 = nondimensional normalized temperatureT % /(T,
—To)

O = Laplace transform oT*

o = Gaussian parametéequal to 2 Y2 times the stan-
dard deviation)s, Eq.(16)

& = nondimensional length
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Synchronization of Vortex
Shedding and Heat Transfer
Enhancement Over a Heated
Cylinder Oscillating With Small
Amplitude in Streamwise

c.cau | Direction

e-mail: gauc@mail.ncku.edu.tw

S. X. Wu Experiments are performed to study the flow structure and heat transfer over a heated
cylinder oscillating radially with small amplitude in streamwise direction. Both flow vi-
H. S. Su sualization using a smoke wire in the upstream and the local heat transfer measurements

based on wall temperatures around the cylinder were made. The excitation frequencies of
Institute of Aeronautics and Astronautics, the cylinder are selected atfF, =0, 0.5, 1, 1.5, 2, 2.5, and 3. The oscillation amplitude
National Cheng Kung University, selectgd is .Iess than.a thresh(.)Id.vaIue of AHD.06 where synchronlzatlon of vortex
Taiwan, R.0.C shedding with the cylinder excitation was not expected. However, experiments indicate
that synchronization still occurs which stimulates a great interest to study its enhancement
in the heat transfer. Synchronization occurred at/F,=2 is antisymmetric vortex for-
mation while synchronization atf#F,=2.5 and 3 is symmetric type. The forward motion
(advancing into the cross flow) of the cylinder during one cycle of oscillation has an effect
to suppress the instability and the vortex formation. This leads to the occurrence of a
smaller and symmetric vortex formation and a less enhancement of heat transfer than the
case of antisymmetric typéo/F,=2). For excitations at lower frequencie§./F,
=<1.5), all the vortex formations occurred are mostly antisymmetric. The dominant mode
of the instability in the shear layer is actually the natural shedding frequencgfRhe
vortex. A closer excitation frequency to 2 Eauses a greater enhancement in the heat
transfer. During the experiments, the Reynolds numbers varies from 1600 to 3200, the
dimensionless amplitude A/D from 0.048 to 0.0J®OI: 10.1115/1.1404121

Keywords: Enhancement, Heat Transfer, Instability, Vortex, Wakes

Introduction present work are very few. For cylinder oscillating in the stream-
ev'yise direction, the vortex formation processes in the back of the
linder have been studid@,3]. Based on the experimental data

pm several investigators, Griffin and Rambég] obtained the

Any thermal device under its normal operation will encount
some degree of vibration. The vibration may be generated fro

the flow itself and or other components in motion. These kinds ck-on regime in terms of the threshold amolitude versus the
vibrations usually are at small amplitude and relatively high Ee uenc gratioF IE. over which the vibratiorf)s of a cvlinder
low frequency. In practical design of a thermal system, vibrations q y e .n y

under this small amplitude are not considered and their effects ?]ntrol the vortex shedding. The vortex structure and its formation

the wall heat transfer are neglected. Previous studigdicate process are significantly different from the case of cylinder oscil-
that even a small amplitude‘\(DzO—.O 064) of cylinder vibra- lation in the transverse direction. Depending on the values of the

tion in the transverse direction of the flow can have a significal gauency rat|d:¢/Fn, Comp'?‘e synchronlzatllon O.f vortgx shed-
effect on both the vortex flow structure and the heat transfain9 with the cylinder oscillation can occur either in antisymmet-

around the cylinder. Under synchronization of vortex sheddiddf symmetric ”?Ode- Al frequency ratios other than th? com-
with the cylinder oscillation aF./F,= 3, the enhancement in the ete synchronization frequency, there is mode competition and

overall heat transfer can reach 50 percent. Both the flow and 'tcsh'rrfr:::mesgrfg?;E?rtr::ti?)rr]]d;nné's%rgg;eg\ﬁt\éﬁriaex \t\%?;atr:g?
local heat transfer measurements provide very important informa-" Y 9

tion on the nature of the flow and its enhancement in the heﬁé‘nd for cylinder oscillating in transverse direction of the flow.

transfer. These findind4 ] stimulate an interest to study the flow nxe\/r]e%}ge_%ml%;ttjtge rggﬁlc z zg:ﬁfé?%;r;rfger']re‘;\’rowf;lfelzrgﬁc_
and heat transfer over cylinder oscillating in the streamwise direc- 9 e P

. : ; : . ture over the frequency range from EQto 2.5F,, . According to
tion of the flow. The amplitude ratioA/D) of the cylinder oscil- h - n-e
lation selected is very small and is from O to 0.048. the experiments by Griffin and Rambd£), the minimum thresh-

A review of the flow structure and the heat transfer over (:ylinQld amplitude £/D) to produce synchronization of vortex shed-
ing with the cylinder vibration is close to 0.06. To consider a

der oscillating in transverse direction of the flow has been made uk

the referencgl] and will be omitted here. Studies relevant to th@ractical application as mentioned pr(_eviously, the amplitude ratio
needs be small. In the present experiments, therefore, all the am-

Contributed by the Heat Transfer Division for publication in tf@BRNAL OF plitude ratiosA/D selected are small and are Ie_ss '.:han the mini-
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 27/MUM .threShOId of O.-OG- Therefore, synchronization of vortex
2000; revision received November 3, 2000. Associate Editor: B. Chung. shedding with the cylinder vibration may or may not be expected
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to occur. The vortex formation processes obtained by Ongoren

and Rockwell are expected to be different from the case of cylin- e
der excitation at small amplitudes. The effects of these kinds of

vortex flows on the heat transfer around the cylinder are not

known.

In this work, one needs to find is there synchronization of vor- .
tex shedding with the cylinder vibration at small amplitudes and Air
how the vortices form and affect the heat transfer around the
cylinder? What can we infer for the nature of the entire flow from
the local heat transfer measurements? Therefore, the present pape
will provide a better understanding of the flow structure and heat
transfer of air moving over a heated cylinder oscillating, at small
amplitudes, in the streamwise direction of the mean flow. Flow
visualization is made by smoke generation, which is facilitated
approximated 10Dupstream of the cylinder by a thin, electrically
heated wire coated with oil. The temperature distributions around
the cylinder wall are measured wikitype thermocouples and are
used to reduce the heat transfer data. The variation of the flow
structure and the heat transfer with the oscillating amplitudes and

(a)
frequencies will be systematically discussed. J@

Experimental Apparatus and Procedures ~_ |

The cylinder is made of 50 cm long and 0.3 cm wall thick
Bakelite tube which has outside diameter of 3 cm. The purpose to s
select a thin Bakelite tube is first to reduce both the radial and the £:>
circumferential conduction of heat, second to reduce the vibration

load of the cylinder and third to maintain a certain kind of rigidity
that causes no deformation during vibration. To further reduce the
circumferential conduction of heat, a 0.05 cm thick rubber tube is f /]
used to cover the cylinder. This makes the outside diameter of the .
cylinder to be 3.1 cm. A 0.015 mm thick stainless steel foil is used

L]
to glue on the tube. The electrodes are very small. They are fixed - —= /4
at the ends of tubes that are extended to the outside of the wind

tunnel. After passing electric current through the foil, the cylinder
surface can be heated uniformly at desired heat flux conditions.
The tube ends are sealed with formed rubber for insulation. The
total heat loss to the ambient, which includes the conduction loss
along the cylinder wall and the radiation loss directly from the
steel foil, is estimated to be less than 2 percent. Fig. 1 Schematic diagram of the experimental setup:  (a) A,

The cylinder is placed horizontalperpendicular to the direc- Wall of the wind tunnel, B, aluminum frame, = C, stainless steel
tion of the gravitational forde as shown in Fig. 1, in the test i D: thermocouples, E, camera; and (b) A, oil pan, B, electric

. . - resistance wire, C, cylinder, D, aluminum frame, E, electric step

section of a wind tnnel that has a cross sec_tlon of 30>¢r80 motor, F, rotating cam, G, Pitot tube, H, thermocouple wires,
cm. The wind tunnel can provide a uniform airflow over the cylzng  connecting rod.
inder with a turbulence intensity less than 0.7 percent. The
freestream velocity in the wind tunnel was measured with a Pitot
tube. The wall of the test section is made of Plexiglass to allow for
flow visualization. A horizontal slot of 3.5 cm wide is cut on eacteylinder, it could not affect the upstream flow conditions. The
of the sidewalls of the wind tunnel to allow the cylinder oscillatstreamline of the flow and its pattern can be clearly visualized as
ing in the horizontal direction. The cylinder is holding by an alushown in the latter section.
minum frame which is connected to a cam driven by a motor at To measure the circumferential temperature distribution around
desired speed. Two ball bearings fixed on the sidewalls of tlige cylinder wall, a total of 30 thermocouples are inserted indi-
wind tunnel are used to allow the frame or the cylinder oscillatingdually into equally spaced small holes drilled in the tube wall in
in the streamwise direction to the mean flow but prevent oscillatrder that the thermocouple junction can attach to the heated steel
ing in the transverse direction. By using different shapes of cafoil. All the thermocouple junctions are coated with epoxy to
and rotation speeds of the motor, a different amplitude and fravoid electric contact with the foil. The thermocouple wires used
quency of vibration signalsinusoidal)can be obtained. An accel- have very small diametelr=0.05 mm. This can further reduce the
erometer is attached to the cylinder wall to acquire and moniteibration load of the cylinder. To check the axial conduction loss
the amplitude of the vibration. along the cylinder wall, some additional thermocouples are em-

Flow visualization by smoke generation is facilitated by a thirhedded in the tube wall close to the ends. All the temperature
electrically heated wire coated with oil. This thin wire is insertedignals are acquired with a data logger and sent into a PC for data
vertically across the cross section of the wind tunnel, as shownpnocessing and plotting. Before the experiments, all the thermo-
Fig. 1, and is at approximately DOupstream of the cylinder. Due couples are calibrated in a constant temperature bath to ensure a
to surface tension small amount of oil flows down slowly alongheasurement accuracy ¢f0.1°C.
the wire from an oil pan in the top of the wind tunnel and causes To ensure that the stainless steel foil is heated uniformly, the
vaporization upon heating. To avoid turbulence generation whigmtire foil is cut into a number of long strips that are axial. The
can dissipate the smoke rapidly, the velocity of the flow remastrips are smoothly glued on the tube wall. There is no waviness
relatively low (Re=1600)during the flow visualization experi- or overlapping of foils. Each strip is heated individually with an
ments. Since the wire is very thin and is at a distance far from tlegual amount ofl-c power. With the desired voltagé and cur-

(b)
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(a) Fe/Fn =0

t/Te = 0,033 t/Te = 0.066 .

(b) Fe/Fn = 2.0

t/Te =0.033 . | t/Te = 0.066.

Fig. 2 Vortex structure when antisymmetric mode occurs at t/ Te=0.33 and 0.66 for Re =1600, A/D=0.048 and (a) F./F,=0, (b)
F.lF,=2,(c) Fo/lF,=1, (d) F./F,=0.5, and (e F./F,=1.5
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Fig. 2 (Continued )

rentl passing through the thin strip, the heat flux along the surfacglinder oscillation, the switching between symmetric and anti-
can be calculated and is equalMd/A, whereA is the area of the symmetric mode occurs. However, one found that the antisymmet-
strip. The local heat transfer coefficient can be determined witflt mode occurs most of the time at lower values of excitation
the following equation: (Fo/F,=1.5), while the symmetric mode occurs most of the time
h=q/(Ty,—T,). 1) at higher vall_JesI'{e/Fn=2.5)_. “Most of the time” means it oc-
) . . ) curs twenty times for approximately every twenty one cyclas

The uncertainty of the experimental data obtained in the present/r =1, "however, switching between symmetric and antisym-
system is determined according to the procedure outlined in thgstric mode occurs frequently. In the following presentation for
referenceg4,5]. It is found that the maximum uncertainty in theantisymmetric mode, instead of the complete cycle, only the vor-
local Nusselt number is 3.5 percent, while the Reynolds numbergs; structure at two particular instants, i.#Te=0.33 and 0.66,
5.7 percent. ) ) ] are presented and compared with each other at different excitation

From the correlations listed in the referen¢@g ], the Strouhal frequencies. For symmetric mode, the vortex structures at smaller
number of the vortex shedding in the current experimental rangge intervals are presented.
of the Reynolds number covered wasD/u,=0.194. Therefore,  \when the cylinder is stationary, the vortex formation process in
the shedding frequency of the vortex can be calculated at a giga wake region is shown in Fig. 2(a). The formation of vortex is
flow speed and a known size of cylinder. The calculated sheddifge to the exponential growth of small disturbances in the shear
frequencies agree well with the ones obtained from our expefiyer where the dominant mode @ndamentalfrequency is the
mental observations. Therefore, the previous correlation w edding frequenc§,, of the vortex. When the cylinder is oscil-
adopted to find the shedding frequencies of the vortex in tigeq at harmonic, subharmonic or superharmonic frequencies, the
present work. . o . ~small disturbances can be greatly amplified, the vortex can be

During the experiments, the excitation frequenqles of the cylif; iated and formed in an earlier stage. The formation length of
der are selected at 0.5, 1, 1.5, 2, 2.5, and 3 times the nat”tﬁ’é vortex can be shortened greatly, as shown in Fig. 2. Instead of
shedding (Strouhal) frequency of the vortex. In this way, one g o \hing afF /F =1 as in the case of cylinder oscillation in the
could examine the effect of the cylinder excitation of the flow an ansverse direction of the flow, complete synchronization of vor-
heat transfer at subharmonic frequeikgy F,= 0.5, harmonic fre- '

- X . - tex shedding with the cylinder oscillation occurs Bt/F,=2
ggﬁﬂgﬂlﬁgﬁ;f—rel(,wseLrl]%?erEha/rlr:no_nfgrezqgenCI&/Fn—2, 3 and where the formation length of the vortex is much shortened. By
/Fn,=1.5, 2.5.

carefully examining this vortex formation process, the small bud
. . of vortex is initiated and grows only when the cylinder is moving
Results and Discussion in the reverse direction of the flow, but not when the cylinder is

Flow Visualization. In general, the current flow visualizationM0Ving in the forward direction. It appears that the cylinder mo-
results indicate that two different types of vortex formation cal{on in the reverse direction of the flow has the effect to amplify
occur, somewhat like those described in the refdit one is he small disturbance of the shear layer and cause an earlier for-
symmetric and the other is antisymmetric type. For symmetrfgation of vortex, while the cylinder motion in the forward direc-
type, the vortex shedding in both the upper and the lower side ¥ of the flow has the effect to suppress the small disturbance in
the cylinder occurs and grows simultaneously, at the same tirff¥ shear layer and may eventually completely suppress the vortex
the vortex becomes synchronized with the cylinder oscillation. figrmation. Therefore, only the reverse motion of the cylinder can
other words, the threshold amplitudes for the occurrence of sy¢ause the synchronization of vortex shedding with the cylinder
chronization found by Griffin and Ramberg are at=Ri®0, which excitation. This explains why complete synchronization of vortex
cannot be used for air at a higher Reynolds number. For antisyéfedding with cylinder excitation does not occurFat/F,=1.
metric type, the vortex shedding in either the upper or the lowdhe explanation for the occurrence of synchronization is given in
side of the cylinder occurs and grows alternately. The occurrenkig. 3. The circles and solid dots in Fig. 3 represent the vortex
of different types of vortex formation will depend on the oscillashedding in the upper and the lower side of the cylinder, respec-
tion frequency and amplitude of the cylinder. When the antisyntively. They both are drawn in the positive ordinate. The sine
metric type of vortex formation occurs, the shedding frequency ofirves in Fig. 3 represent the oscillation of the cylinder. When the
the vortex does not vary at all with the oscillation frequency of theine curve touches either the circles or the solid dots, this repre-
cylinder, and is maintained at the natural shedding frequéocy sents the synchronization of this vortex shedding with the cylinder
the Strouhal frequengyF, of the vortex. This finding is com- oscillation. AtF./F,=2, shown in Fig. 3(b), the phase of vortex
pletely different from the results of Ongoren and RockvW@llat shedding is completely locked in with the phase of cylinder mo-
a higherA/D (=0.13)where cylinder oscillation controls the vor-tion in the reverse direction of the flow. The synchronization oc-
tex shedding. In some frequencieB.(F,=1,1.5 and 2.5)of curs for cylinder oscillation atR, andA/D greater than a thresh-
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Fig. 3 Phase of vortex shedding
phase of cylinder displacement  (sin curve, A/D can be 0.048,
0.032, and 0.016) as function of time for (a) F./F,=0, (b)
FelFo,=2, (¢) FolF,=1, (d) FolF,=3, (e) Fo/F,=0.5, (f) Fo/F,
=1.5,and (g) Fe/F,=25

(circles and dots ) relative to

mation is not strong enough, antisymmetric type of vortex forma-
tion occurs, as shown in Fig(®. The vortex is stronger and its
formation length is shortened, as compared with the case when the
cylinder is stationary. Therefore, a higher heat transfer due to the
intense activities of the vortices can be expected. When complete
suppression of vortex formation occurs in ofether the upper
and the lower)side of the cylinder, the cylinder motion in the
reverse direction of the flow still cause the initiation and forma-
tion of the vortex as in the other side of the cylinder and trigger
the symmetric type of vortex formation, as shown in Figa)4

The vortex shedding frequencies in both modes are identical. The
switching between the two different modes are also found in other
work [3]. In the present work, however, switching of the two
different modes at other excitation frequenci€s {F,=1.5 and

2.5) is not so frequent as found in the former reference. At
Fe/F,=0.5, mode switching does not even occur. Vortex shed-
ding occurs only at antisymmetric mode.

For excitation afF./F,=3, it appears that the vortex formation
process should be very similar to the caseé~atF,=1, as ex-
plained in Fig. 3(d), except that the frequency of cylinder excita-
tion is higher and the excitation energy input into the flow per
second is higher. However, this large energy input can cause a
larger amplification of the disturbance in the shear layer for the
reverse motion of cylinder and a greater suppression of the distur-
bance for the forward motion of cylinder. Therefore, the antisym-
metric mode of the vortex formation can be completely sup-
pressed and only symmetric mode occurs, as shown in Hig. 4
The vortex formation length &./F,=3 is much smaller and the
vortex activity is more intense than the caseratF,=1 when
symmetric mode occurs. One can expect a much higher heat trans-
fer enhancement than the casd~atF,,=1. However, the vortex
structure formed aF./F,=3 is much smaller than the case at
F./F,=2. Thus, a less enhancement in the heat transfer than the
case af./F,=2 is expected.

For excitation at~./F,=0.5, 1.5, 2.5, the synchronization of
vortex shedding occurs every two of the vortex formation in either
the upper or the lower side of the cylinder, as explained in Figs.
3(e), 3f), and 3(g). However, the suppression of vortex shedding
for cylinder motion in the forward direction of the flow also oc-
curs every two of the vortex formation in the same side. For
excitation at low frequency such & /F,=0.5 and 1.5, the sup-
pression effect of the cylinder motion is not so effective that vor-
tex shedding occurs in antisymmetric mode and its shedding fre-
quency remains the same as the case when the cylinder is
stationary. However, the vortex structurerat/F,=1.5 is more
irregular and its formation length is much smaller than the case at
F</F,=0.5, as shown in Figs. 2(cind 2(e)due to the higher
excitation energy transmitting into the shear layer during the vor-
tex formation process, which can generate turbulent mixing with
the wake flow and greatly enhance the heat transfer in the back of
the cylinder.

For F./F,=2.5, the excitation frequency is so high that the
suppression effect of the cylinder motion becomes effective and
makes the onset of vortex shedding in symmetric type most of the
time, as shown in Fig. 4(c). The number of vortex formation in a
given period of time can be counted. It is found that the vortex
shedding frequency is equal to the cylinder oscillation frequency.
That means that vortex shedding in the shear layer becomes syn-
chronized with the cylinder oscillation. The synchronization at
F./F,=2.5 has not been found in other repdr2s3].

Heat Transfer. The current heat transfer data was validated
[1,8] by comparing our data with the ones obtained from the lit-

old value of 0.06 has been found by othg2s3]. One can expect eratures when the cylinder is stationary. The agreement was found
that the intense activity of the vortex formation in the close vicinto be very good. When the cylinder oscillates with an amplitude of
ity of cylinder can greatly enhance the heat transfer in that regio/D =0.048, the heat transfer can be significantly enhanced, as
For excitation af./F,=1, only one sideeither on the upper shown in Fig. 5. From previous flow visualization, synchroniza-
or the lower side of the cylindeiof the vortex shedding can betion of vortex shedding with cylinder excitation occurskat/F ,
synchronized with the cylinder oscillation, as explained in Fig=2, 2.5 and 3. When synchronization of cylinder oscillation with
3(c). When the suppression effect on one side of the vortex fahe vortex shedding occurs, the heat transfer results are much
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(b) Fe/Fn = 3.
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Fig. 4 Vortex structure when symmetric mode occurs with Re =1600, A/D=0.048 and (a) F./F,=1, (b) F,/F,=3, and (¢) F./F,
=2.5(V1, V2, and V3 represent the vortex No. 1, vortex No. 2 and vortex No. 3, respectively

greater than the case at frequencies other than the synchronizatiscillation frequency of the cylinder in the reverse direction is
frequencies. It has been fouftl] that for cylinder oscillation in identical to and is completely synchronized with the natural shed-
the transverse direction the heat transfer increases with the sging frequency of the vortex, i.e., the natural instability causing
chronization frequency due to a greater oscillation energy input¥ortex formation in the shear layer in both the upper and the lower
amplify the disturbance in the shear layer. However, the curresitle of the cylinder can be fully amplified by the cylinder excita-
results do not follow this trend, as shown in Fig. 5. It appears théon. Therefore, synchronization of vortex shedding with the cyl-
the mechanism of synchronization occurred here is somewhat difder oscillation at~./F,,=2 can lead to a maximum enhance-
ferent from the case of cylinder oscillation in the transverse direment in the heat transfer, as shown in Fig. 5. When the natural
tion of the flow, except wherr./F,=2. WhenF./F,=2, the instability causing vortex formation in the shear layer in either the
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Fig. 4  (Continued )

upper or the lower side of cylinder is suppressed by the cylindside (either the upper or the lower sidef the cylinder, as ex-
motion in forward direction of the flow, the backward motion ofplained in Fig. 3(g), the phase of the vortex shedding in the other
cylinder can generate instability causing synchronized vorteside of the cylinder is close to the phase of the cylinder displace-
shedding in symmetric mode. The vortices formed are not so lamyent. This can readily cause wake capture and lead to greater
which is able to have an intense activity in the near wake &nhancement of the heat transferRt/F,=2.5 than atF./F,
enhance the heat transfer as the case,&F,,= 2. This is the case =3. In other words, as the cylinder excitation frequency is closer
for bothF./F,=2.5 and 3. However, it appears that the supprese 2F,, a greater(but still less than the case &,/F,=2) en-

sion effect of the cylinder motion is more seriousfFat/F,=3 hancement in the heat transfer is expected to be obtained. This is
than atF./F,=2.5. ForF./F,=2.5, although the cylinder oscil- also the case when the cylinder excitation frequency is less than
lation is synchronized with every two of the vortex initiated in on@F,, .
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Fig. 5 The Nusselt number distributions around the cylinder 0, Degree
at different excitation frequencies for Re  =1600, A/D=0.048 (a)
80 y T T
WhenF,./F,<1.5, this is the case when synchronization does 75 | Re=3200
not occur, the heat transfer increases with the excitation fre- A/D=0.048
guency, as shown in Figs. 5, 6, and 7. This is attributed to the fact 70 |
that a higher frequency excitation of cylinder can provide more 651 —o— Fe/Fn=0
energy to disturb the flow, which causes an earlier formation of 60 | = Felfn=05
the vortex and a greater enhancement in the heat transfer. For i ,':Z,Ez;lg
F./F,=1, synchronization of vortex shedding with the cylinder 55 | '

oscillation does occur only when the symmetric mode appears.N 50
When the antisymmetric mode appears, vortex shedding is not Ujocal 45 |
synchronized with the cylinder oscillation. Even when synchroni-

zation occurs, the vortices generated are small and the formation 40 |
length is relatively large, as shown in Figad. As one compares 35t
the vortex formation length at antisymmetric mode with that at 30
symmetric mode, as shown in Fig(c?, the vortex formation
length for both modes is approximately the same. In other words, 251
synchronization occurred &./F,=1 does not benefit the heat 20 |
transfer. The enhancement in the heat transfer for an average of
both modes is not large, as shown in Fig. 5. 15|
Note that the vortex shedding and its interaction with the wake 10 : : : : : : :
can only enhance the heat transfer in the back of the cylinder. 0 60 120 180 240 300 360

However, the enhancement in the heat transfer is found not only in
the back but also in the front and the stagnation point of the
cylinder. This phenomenon is also found for cylinder excitation in (b}
the transverse directigi], since the intense activity of the vor-
tices in the wake region could not possibly affect the flow in thEi9. 6 The Nusselt number distributions around the cylinder
upstream, especially in the forward stagnation point. One c&hdifferent excitation frequencies for  A/D=0.048 and (a) Re
readily conclude this point from flow visualization experiments. T 1900 and (b) Re=3200
appears that the cylinder excitations not only amplify the instabil-
ity occurred in the shear layer of the near wake but also the insta-
bility occurred in the stagnation point and its downstream regiowmortex increases significantly. Due to the limitation of the current
The only chance that the dominant mode of instability in thessxperimental facility, the maximum frequency of excitation one
regions can be amplified simultaneously by the cylinder excitatiaran reach i./F,=2.5 for Re=1900 and~./F,=1.5 for Re
is that the dominant modes of instability, i.e., the fundamentai3200. The greater enhancement in the heat transfér, &t
frequencies, in these regions are the same. Therefore, one ce? and 2.5, as shown in Figs(&8 and 6(b), suggests that syn-
cludes that the instabilitynatural)occurred in the shear layer of chronization also occurs at higher Reynolds numbers. However,
the near wake is actually generated far upstream in the stagnatibe percentage of the heat transfer enhancement at higher Rey-
point region. It appears that when the natural instability arourmblds numbers is higher than that at lower Reynolds numbers. The
the cylinder is suppressed by the forward motion of the cylinderends found for streamwise oscillation of cylinder reverse the
new instability around the cylinder is initiated by the backwartrends found for transverse oscillation of cylindéi. This is at-
motion of the cylinder. This new instability is synchronized witttributed to the fact that at a higher Reynolds number the amplifi-
the cylinder oscillation and leads to symmetric vortex formatiorzation of disturbance by the reverse motion of cylinder is more
When the frequency of the instability generated by the cylindefficient than the amplification of disturbance by the flow itself.
oscillation is closer to two times the frequency of the naturdalherefore, one can expect that to get the same percentage of heat
instability (i.e., the Strouhal frequengya greater enhancement intransfer enhancement, the excitation energy, i.e., the excitation
the heat transfer is obtained. amplitude, provided can be smaller. Note that the heat transfer at
As the Reynolds number increases, the shedding frequencyrQf/F,=1.5 is still very high especially at a high Reynolds num-

6, Degree
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55 | A/D=0.016 | 0005101520 25 3.0 35 4.0
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45 i EZﬁi;‘Zﬂ’g Fig. 8 The stagnation point Nusselt number for cylinder exci-
Fe/Fn=1.5 tation at different frequencies and amplitudes with (a) Re
Nu 407 =3200, (b) Re=1900, and (c) Re=1600
local 35 |
30 ¢
amplitudes. Therefore, the current findings do not support previ-
25| ous conclusions in the literature. This may be caused by the dif-
20 ference of the Reynolds numbers used in a different work. The
15 | Reynolds number in experiments by Griffin and Ramberg is at
Re=100 and 190 which is significantly lower than the one used in
10 ' ' ' ' ' ' ' the current experiments.
0 60 120 180 240 300 360 Similar trends as discussed previously can be observed in Fig. 8
for the stagnation point heat transfer and Fig. 9 for the average
0, Degree .
heat transfer. In the experimental ranges covered for the Reynolds
(b) number from 1600 to 3200 and/D from 0.016 to 0.048, in

Fig. 7 The Nusselt number distributions around the cylinder generall, the decrease in the Reynplds number or the decrease in
at different excitation frequencies for Re  =1600 and (a) A/D the excitation amplitude of the_ cyhnd_er leads to a less enhance-
=0.032 and (b) A/D=0.016 ment of heat transfer. To obtain a higher heat transfer enhance-
ment at small amplitude oscillation, the excitation of cylinder
must be synchronized with the shedding of the vortex. The simul-

. N . ... taneous enhancement of the heat transfer at the back, the front
ber. As explained in Fig.(®, although the cylinder oscillation is gije and the stagnation point of the cylinder at smaller amplitudes
synchronized with every two of the vortex initiated in one sidgggests again that the instability occurred in the back of the
(either the upper or the lower sidef the cylinder, the phase of ¢ jinder is actually initiated far upstream at the stagnation point.
vortex shedding in the other side is close to the phase of thge instability is suppressed as the flow moves up the cylinder
cyll_nder displacement. This will cause ear_ller initiation and morgy, 4 accelerates, and re-amplified as the flow moves down the
rapid growth of the vortex, as shown in FigfQ2 cylinder and decelerates. Excitation of the cylinder can amplify

At a lower amplitude excitation of cylinder, as shown in Figyhe instability, disturb the flow and enhance the heat transfer, es-
7(a) and 7(b), the heat transfer enhancement is reduced. Th'sgé%ially when synchronization occurs.
v

due to the fact that the excitation energy provided to disturb
amplify the instability in the flow become small. However, theConcIusions

heat transfer aF./F,=2, 2.5, and 3 is still significantly larger

than at other frequencies where synchronization is not expected t&urrent experiments are performed for Re in the range from
occur. It appears that synchronization of vortex shedding with t1600 to 3200,A/D from 0 to 0.048 and-./F, from O to 3.0.
cylinder oscillation still occurs at these small amplitudes. WhelRlow visualization has provided a clear vortex structure that
the oscillation frequency of the cylinder is expected to completetrows more rapidly as the dominant mode of the instability in the
synchronize with the natural shedding frequency of the vorteghear layer can be amplified by the excitation. Synchronization of
i.e., atF./F,=2, the enhancement in the heat transfer is thiae vortex shedding with the cylinder oscillation occurs not only
higher than the cases &, /F,=2.5 and 3. Synchronization atat F./F,=2 but also atF./F,=2.5 and 3, which can greatly
these small amplitudes is not reported in the literat{i2e3]. The enhance the heat transfer. Bt/F,=2.5 and 3, however, due to
threshold amplitude versus the frequency r&tjdF,, for the con- the suppression effect by the forward motion of the cylinder, vor-
trol of cylinder oscillation over vortex shedding in the report byex formation appears in symmetric mode. Only part of the exci-
Griffin and Ramberd 2] suggests that synchronization of vortexation energy can be used to disturb the flow. This leads to a
shedding with the cylinder excitation does not occur in these smathaller enhancement in the heat transfer than the caBg/&t,
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55 ' ' ' Nomenclature

50 | (a) Re=3200  — ap-0.048 ] o _ _
—&— A/D=0.032 ] A = oscillating amplitude of cylinder
AD=0.016 D = diameter of cylinder

—¢— Kralland Eckert (1973) F. = oscillating frequency of cylinder
F

» = hatural shedding frequency of the vortex
1 h = convective heat transfer coefficient
| = electric dc current
k = thermal conductivity of air

Nu = local Nusselt numbehD/k

g = heat flux
Re = Reynolds number,D/v

St = Strouhal number-,D/u,

t = time
Te = the period for complete cycle of vortex formationF1/
T = temperature

u = velocity

V = voltage

Greek Symbols

v = kinematic viscosity
6 = angle measured from the stagnation point

Bl . |
0.0 05 1.0 15 20 25 30 35 40 %
ave = refers to average

Fe/Fn o = refers to freestream

Fig. 9 The average Nusselt number for cylinder excitation at stag= refers to stagnation .
different frequencies and amplitudes with ~ (a) Re=3200, (b)) Re W = refers to the wall of cylinder
=1900, and (c) Re=1600

=2. Synchronization can also occur at very small amplitudes f
L2 . ererences
excitation, which can also greatly enhance the heat transfer. This _ )
has not been found in other reports. At higher Reynolds numbeft] au. C.. Wu, J. M., and Liang, C. Y., 1999, *Heat Transfer Enhancement and
(Re 11600) enhancement in the heat transfer becomes greater For Vortex Flow Structure over a Heated Cylinder Oscillating in Cross-Flow Di-
' ! ' rection,” ASME J. Heat Trasfer 121, No. 4, pp. 789-795.
Fe/Fn=<1.5, the vortex formation length decreases and the vortexz] Griffin, 0. M., and Ramberg, S. E., 1976, “Vortex Shedding from a Cylinder
becomes stronger which leads to a greater enhancement in the Vibrating in Line With an Incident Uniform Flow,” J. Fluid MechZ75, pp.
g g

heat transfer as the excitation frequency of the cylinder increases.] (2_)57—271-A 4 Rockwell. .. 1988 “Flow S . oscila

H ngoren, A., an ockwell, D., , “Flow Structure form an Osci atlng
In general, the a.Ccompanylng .enhancement of th.e heat transfer ﬁ Cylinder, Part 2. Mode Competition in the Near Wake,” J. Fluid Med9],
both the stagnation point and its downstream region suggests that ;) 555" 545
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Tubes

A series of four-start spirally corrugated tubes has been subjected to heat transfer and
hydrodynamic testing in a double-pipe heat exchanger. The study has been focused on the
non-symmetric nature of the corrugation angles along the longitudinal direction. Both
friction factors and heat transfer coefficients inside the tubes have been correlated against
various process parameters. It can be shown that by altering the internal non-symmetric
wavy shapes of the tubes, one is able to manipulate heat transfer and friction character-

istics. The experimental results have been compared with some popular correlation mod-
els developed previously for both friction and heat transfer for corrugated tubes. Consid-
erable differences between the experimental results and the predictions made using the
existing correlations have been found and the probable causes have been discussed.
Performance evaluation criteria are presented using the standard constant power crite-
rion. A neural network modeling approach has been taken so that, based on the limited
data, one can generate the contour showing the effect of corrugation angle on heat
transfer coefficient for geometry optimization purpos¢®Ol: 10.1115/1.1409261
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current work)has not been reported in previous literature. Here

the angles of interest aw¢’ and o’ (Fig. 1(c))which can be seen
Y6 be different from the helix angle (Fig. 1(a)). Because of the

Introduction

The design of high performance thermal systems is still stim

lating considerable interest. The conventional heat exchangers fioh-symmetrical nature along the longitudinal direction, one ex-
improved by means of a number of argumentation techniqu '

Many types of surface enhancements have been studied for Wcts quite different fluid flow patterns occurring in the grooves if

augmentation of forced convection heat transfer inside tub%ﬁg fluid is fed in at different direction into the tube, thus inducing

- - . fferent frictional and heat transfer characteristics. The conse-
Sand grain tubefl], transverse ribbed tubg2], finned tube$3], quence of this non-symmetric feature has been evaluated in the
wire-coil-inserted tube$4] and spirally corrugated tubg$—9]

h b tensivelv i tigated and f th h bcurrent work.
ave been exiensively investigated and some ol these have DeeR,; paper describes the results of an experimental investiga-

Ese?tas afugmenf;gt_lvet d_ﬁ\]’ ices for enhagcnngf thfh turbulent ﬂ%’n testing the performance of nine spirally corrugated tubes with
eat transier coefncient. 1here are a number of ratner Comprenfye ang wavy shapes of the non-symmetrical nature as mentioned
sive review articles published previously on this topic, €.9., @ r§poye A nedral network approach has been undertaken to corre-

cent one by Ravigururajan and Raljas. late the data and to produce the empirical formula for practical
The spirally corrugated tube is widely used in the industry ar@se P P P

has several advantages over other modified surfaces, i.e., easier
fabrication, higher enhancemeritompared with the flat surfage
of the heat transfer coefficient, and limited increase in friction

loss. This type of tubes is not only used for the shell-side as well One single comygation
. D1 (cross-section)
as for the tube-side heat transfer enhancement. - Outer surface
It is generally accepted that four geometric parameters are suf- o N /
ficient for characterizing the spirally corrugated tube, i.e., the Crosssectiondview /A
Wall Inner surface < o 0‘”\2\

groove pitch P), the groove depthH;) (in this work this refers
to the internal ridge heightthe helix angle(a) and the groove
shape(see Fig. 1(apnd(b)). A change in any of these parameters
should affect the heat transfer and friction characteristics of the
tube. The performance evaluation criteria have also been estab-
lished and summarized by various authpt®—12. There have
been a number of experimental work done and correlation equa-
tions established in literatufd—9,18—-20]. D2
The effect of groove shap@r the effect of the angles in Fig.
1(c), which shows a non-symmetrical groove investigated in the

(b) Symmetrical corrugation (o'=o")

v

Outer-surface

a .
(@) Anoverview of the geometry (C) Nons ical fon (e )

Contributed by the Heat Transfer Division for publication in trmugnal oF ~ Fig. 1 ~Characteristic parameters of the spirally corrugated
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 29tube (the dashed lines are the outlines one would see from the
2000; revision received April 23, 2001. Associate Editor: B. T. F. Chung. outside of the tube ); ais the usual helix angle.
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Experimental available at Parex Industriggwuckland, NZ). Figure 3 shows a
) ] ) photo of the corrugated tubes. The geometric parameters are listed

~ Experimental Setup. The experimental work was carried outin Table 1. The heat exchanger was set up at the vertical direction
in a double-pipe heat exchandeefer to Fig. 2)in the Department with the flow entered the tube at the bottom end. The straight-
of Chemical and Materials Engineering of the University of Auckiength of the tubes was 1.015 meter. The annular diameter was 50
land. The experimental set-up shown in Fig. 2 consisted of am and the internal tube diameter was 19.2 mm. The inner tube
double-pipe heat exchanger, steam jacketed tank, water tank, rfgs either a smooth or a spirally corrugated copper tube. A pair of
meters, pumps and data acquisition unit. Tap water was usedpggss connectors was made for connecting the tube and the pipe
the working liquid for both streams through the heat exchangggr easy alteration of inner tubes. Both inlet and outlet tempera-
The heat exchanger was degassed during each start-up period. (i€ in the shell-side and the tube-side streams were measured
fluid flow was arranged in a counter-flow mode within the hefﬂsing type-T thermocouples. Four temperature probes of 3 mm
exchanger to give a large log-mean-temperature-differenggmeter were mounted directly on a miniature plug and linked
(LMTD) for better measurement accuracy. Hot water was pryrough a Hewlett-Packard 61013A Digital Multimeter and a
pared in a steam-jacketed kettle. A 0.96-kW electric powerggi 11 Relay Multiplexer, to a IBM 286 computer for displaying
pump was used for the annulus side loop and a 0.75-kW one ity recording the data. The temperature readings had errors
the tube side. Three standard variable-area flow tubésher iihin +0.2°C. Insulation(50 mm)was applied on all the ele-
Controls Limited, Englandwere used to measure the water flow,ants of the test section to minimize heat losses.
rates for both streams. A 24E rotameter was used for the tube sidey, verify the experimental set-up, a smooth copper tube, which
a 35E rotameter for the annulus side and, another 35E for Mol the same nominal diameter as the spirally corrugated tubes,
toring the mixing of cold water with the water to achieve thgy,q ysed to measure for both friction factor and heat transfer
requ_lred st_eady state temperature. . . coefficients. An inverted U-tube manometer was used to measure

Nine spirally corrugated copper tubes with different wavy, hressure drop along the length of the tube. Clear plastic tubes

shapes but similar corrugation heights were selected in this invgas e \sed so that air bubbles could be visualised and eliminated.
tigation from a large number of tubes manufactured specially for

this study using a 3 teel-head compression-extrusion facility Experimental Procedure. Pressure drops were all measured

Manometer
Insulation
1 1
Test Section ; 5
(Spirally Corrugated g
Tube) ! 15
b
1 1 E‘E
<
S ! 2 £ %
Q Q
51 1 R=3
v £ V Flowmeter ' & V %
g 2 =
= 5
a
Tap water Steam

Hot
water
Kettle

\Steam

Jacket

XXX
- = = =

Condensate

Fig. 2 Schematic diagram of the experimental setup
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Data Analysis

For the determination of the tube-side friction factors and con-
vective heat transfer coefficients, the flow rates, temperatures of
the inlet and outlet streams, and the pressure drops along each
tube were measured. The following standard equations were used
for the analyse$21].

Friction Factor. The pressure drop data were converted to
Fanning friction factors using the following equation:

D,gAH 1
The Fanning friction factors for both smooth and spirally corru-
Fig. 3 Photo of spirally corrugated tubes gated tubes are related to tReynoldsnumber by the following
equation, which has been widely accepted in the literature,
f= ﬁ, (2)
at room temperature and under turbulent flow regimes. A series of Ré’

runs at different flow rates was carried out for each tube in the D- ere, theReynoldsnumber is defined as ReVD: /. and g is a

and D-2 direction(as shown in Fig. 1). The height of the wate stant. and is the power of the Re dependence function
column in each side of the manometer and the corresponding 16  and P ; p . - .
or smooth tubes, the classical Blasius equation applies with

rate and inlet and outlet water temperatures were recorded. T > - -
experimental procedure for heat transfer performance was EmOO‘h_Q'O?g andJ SmOOEh_O'Z.S [21]. A plot.of Inf Versus InRe
same for all the tubes tested in the present work. All the tests wi puld give a straight line with a slope efj and a intercept of
performed after steady state was attained. The cold water WA

placed in the annulus and the hot water in the tube. The cold wateHeat Transfer Coefficient. The rate of heat transfer is deter-
was maintained at constant flow rd88.0L/min) for all test runs  mined experimentally by

and an essentially constant temperature difference between the )

inlet and the outlet of the shell side was héRt-0.2°C). The q=mMC,ATpes (3)

average temperatures in the shell side were maintained at the Igygke AT p=inlet temperature—outlet temperature. The log-

of 28—33°C. All these ensured a constant shell side heat tranggj/éan temperature differenéeMTD) was used to determined the
coefficient (1) The tube side temperature drops were in genergiera| heat transfer coefficietd. The result for the integrated
greater than 9°C, the inlet temperatures were from 70 to 76°C a@ﬁ'ergy equation can then be written as

the flow rates were from &/min to just over 15./min. In each
run, once the steady-state temperatures had been reached, the tem- g=UA(LMTD). 4)
perature readings over a period of T0 minutes were saved andT e overall heat transfer coefficient can then be determined b
averaged for later data analysis. A heat balance of the two sides o . . y
all the runs reported here were betwee percent andt5 per- Substituting Eq(3) into (4) to give

cent. The Prandtl number ranged fron2.3 to 2.6. The Reynolds MCpA Tiybe

numbers ranged from 13,000 to 41,000 and the tube side heat U= m (5)
transfer coefficients i;) ranged from around 4,000 to about !

12,000(W.m~2.K ™). The heat flows from the annulus side to therhe overall heat transfer coefficient based on the inside surface
tube side were in the order ofxI10* W. area of a clean tube is influenced by three components

Table 1 Copper tube specifications used in this work

Tube D Dy H; P o Hy/D; P/D; /90 o o 180°- alo
Label (mm) (mm) (mm) (mm) (deg.) (o +a)
no. 1 18.89 20.98 2.21 8.99 61.38 0.117 0.476 0.682 28.5 474 104.1 0.60

no. 2 18.85 2099 220 9.01 6134  0.117 0.478 0.682  29.7 48.6 101.7 0.61
no. 3 1890 2100 222 9.02 61.33 0.117 0477 0.681 32.1 53.4 94.5 0.60
no. 4 1886 2099 221 9.00 61.37 0.117 0.477 0.682 319 583 89.8 0.55
no.35 1890 2099 221 8.31 63.25 0.117 0.440 0.703 328 54.9 92.3 0.60
no.40 1890  21.00 2.19 8.52 62.68 0.116 0450 069 313 53.2 95.5 0.59
no.45 18.88 20.98 220 8.95 61.49 0.117 0474  0.683 28.8 51.7 99.5 0.56
no.50 18.89  20.98 220 9.31 60.53 0.118 0.493 0.673 27.8 51.7 100.5 0.54
no.55 1890 2098 221 9.92 58.95 0.117 0.525 0.655 264 50.8 102.8 0.52

smh’” 1890 2099 0 0 0 0 0 0 0 0 0 0

*Smh: smooth
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1 1 Ry 1 nominal heat exchanger surface area. The criteria can be conve-
UA ~ hA + A + hA - (6) niently expressed by an enhancement fabtor which is defined
' v : oo as the ratio of the spirally corrugated tube side heat transfer coef-
Ry, is the tube wall thermal resistand®,=r; In(r,/r;)/k. Because ficient (h;,) to the smooth tube side heat transfer coefficidnt)(
the wall is made of copper and is of about 1 mm thick giving &r equal pumping power:
resistance in the order ofX110~8 K.m2.W™1, this resistance has
been assumed to be negligible when compared with the convec- h* = (E
tive resistances (which are in general greater than 1
X 10 4*K.m2W1). Again because the tube wall is thiabout 1 ) . .
mm) it has been assumed thag=A,. The tube su_je heat transfer _coeﬁ|C|ém; c_)f each spirally corru-
As mentioned in the experimental section, the heat transfer @t€d tube is calculated using the equivalent flat gReynolds
efficient of the shell side was kept constant. The last term of EgUMbers (Rg) [12]using the correlation established in this study.
(6) can then be taken as a constditThe following can then be he equivalent Reynolds number for this criterion is defined as
obtained follows:

1 1 B .
I Re.=|—. RE7J
u h; +B. Q) %a (ﬁsmooth

Nothing that theNusseltnumber for the tube side can be given byvhere, “smooth” denotes the values for the smooth tube.

D, Neural Network Analysis. The neural network analysis was
Nu= k_:C' Re™PI". (8) undertaken to generate the contour plot showing how the correla-

w tion constant in Eq(8), C, varies with the two angles of interest.
C is 0.023,m=0.8, andn=0.3 for the smooth tubg21]. The Because the difficulty involved in making the angles that would
Reynolds number exponefiin) is known to vary from 0.8 for match an ideal experimental design for statistical purposes, the
smooth tubes to a maximum of 1.17 for the roughest tyBe%. non-uniform data point distribution was thought to be best char-
Although there are other correlations which can be used to tremadterized by the neural network approach. The neural network
the data points but none of these allows a simple-effective comechnique used here is based on the Radial Basis FUn&isFR)
parison of the effect of angle in this study. While keeping Network which were first used within the neural network commu-
=0.3, the exponentm) in Eq. (8) had been varied in the datanity in 1988 by Broomhead and Lowé&3]. These networks were
analysis but the improvement in linearity in the correlation presriginally proposed as a technique for modelling data in high-
sented here was minimal thus this value was taken as 0.8 for dilnensional spacd14]. Recently, RBF networks have been
cases. As such, it was very convenient to simply @gé Eq. 8) widely used for data modelling and control task. In a series of
as the parameter for the purpose of comparison, without worryipgpers by Chen et dl15-17, a variety of different learning al-

(10a)

is‘)equal pumping power

1/3=]smooth
) , (10b)

about the parametém) being variable at the same time. gorithms have been used to train the RBF networks for a wide
Following Eqg.(7) and(8), we can now have range of different modelling problems. Here, the radial basis func-
1 1 1 tions have a special structure, that is,
U C ook ®) {100 =R(W;=X]|), (11)
R F, whereW,; is the n-dimensional vector denoting the center of the

ith basis function,||-|, is the common Euclidean norm, and

R(-) is a univariate function fronR™ to R. The network output is

@gn formed from a linear combination of these basis functions.

or predicting the heat transfer coefficighere, the coefficient

is the object representing heat transfer coefficient as mentioned
Performance Evaluation Criteria (PEC). Bergles et al[10] above)as influenced by the angles illustrated in Fig. 1, the radial

presented their PEC for enhanced heat transfer surface in 197asis function that we consider is of the form

and Webb[11] extended it and established a broad range of PEC _ 2

applicable to single-phase flow in tubes in 1981. A major PEC is Fi(X) =exp(— [W; —X3B,), (12)

to maximize the heat transfer rate for equal pumping power agghere W, is the n-dimensional vector an@®; is the bias. The

network output is given by

A Cartesian plot of 10 versus (R&PP¥k,,/D;))"! should
yield a straight line, giving a slope@/and an intercepB (Typical
examples are given in Fig. 4; in general the results had the cor
lation coefficientr? better than 0.98.)

k
9=BL+21 Lifi(X), (13)

0.00045

whereL; andB are constants. There are essentially three angles
one can use to describe the shape of the corrugétéser to Fig.

1). Attempts have been made to correlate the angles with the
friction factors, but this was not successful. All the three angles
(o', o' and 180 deg—'+a")) were first normalized based on
180 deg. Exercises were carried out to see if each of the angles

0000251 X g2 #no.1 mno.2 4 no.3 had effects on heat transfer coefficients. The network input vector
% no.4 xno.35eno. 4 is

0.00035+

1/G;

+n0. 45 =no. 50 =no. 5§

X [a" &" (a'+a")]/180deg forD—2

0.00015 - [a" a' (a'+a")]/180deg forD—1
4.00E-06 6.00E-06 8.00E-06 1.00E-05 1.20E-05 .
VR Pr /Dy The network output iy=C.

We picked(with no preferenceihe following set of data for
Fig. 4 Plot for obtaining the constants ~ Cin Eq. (8) for copper training the network: the values of all the above three angles, the
tubes at D-2 direction values ofC (see Eq.(8)) for no. 35, 40, 45, 50, and 55 were

(14)
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selected for direction D-1 and nos. 1, 2, 3, and 4 were chosen foerformance. Both flow directions D-1 and Dsee Fig. 1)were

direction D-2(refer to Tables 1 and)3The remaining nine sets of investigated. The values f@ andj for each tubdsee Eq(2)) are

data were used for testing the network. The MATLAB Neuraisted in Table 2 withr2 values of better than 0.95.

Network Toolbox was used to train the network. It was found that The calculated Fanning friction factors of the smooth and all

four radial basis neurals are good enough for predicting the hegirally corrugated tubes are plotted against Reynolds number for

transfer coefficients. The four radial basis functions are given Bsth flow directions in Fig. 5. The friction factors of the spirally

follows: corrugated tubes are clearly greater than that of the smooth tube

_ 2 . under the same operation conditions. Also, it can be seen that the

fi(X)=exp(— W —X|3B,)  for i=1234, (153) effect of the corrugation anglghus the effect of flow directions

where very significant.
The pressure drop results were compared with the correlation
W,=[0.3050 0.1822 0.4872 B,=0.8325 (15b) by Ravigururajan and Bergld48] for several internally ribbed

tubes with wide ranges oH,;/D;(0.01-0.2), P/D;(0.1-7.0),

W,=[0.1583 0.2633 0.421]7 B,=0.8325,
a/90(0.3,1.0), flow parameters R&,000—250,000and Pr(0.66—

W5=[0.2822 0.1467 0.4289 B,=0.8325, 37.6):
W,=[0.1650 0.2700 0.4350 B,=0.8325, and,
f éHikszs’aM
L,=33.2602,L,=139.7302,L3=—31.31 —= . =~ — —
1=33.2602, L,=139.7302, L 3= —31.3159, o 1+|29.1R 1(Di) (Di) (90)
L,=—141.5159,B, = —0.0166 294 15116, 16/15
. ) x| 14+ —si , 16
Results and Discussion ( N, S'nw) 7 (16)

Friction Factor. The calculated friction factors of the smooth o . o
copper tube tested were found to be satisfactorily correlated by #iBere,fs is Filenenko’'s smooth tube fraction factor which is de-
classical Blasius equation, over the range of Reynolds numiied as
from about 10,000 to 25,000 with relative errors withir? per-
cent. The same technique was applied to the spirally corrugated _ _ -2
tubes to generate the results fofersus Re. Because the wavy fs=(158LnRe-3.29 (17)
shape is not symmetrical, two different flow directions showed
considerable differences in both hydrodynamic and heat transéerd

Table 2 The values of j and B (Eq. (2)) for spirally corrugated tubes  (r?>0.95)

Direction D-1

Tube No no. 1 no. 2 no. 3 no. 4 no.35 no.40 no.45 no.50 no.55
j 0.153 0.068 0.157 0.101 0.124 0.059 0.130 0.089 0.103
B 0.295 0.119 0.309 0.200 0.239 0.131 0.265 0.179 0.213

Direction D-2

Tube No no. 1 no. 2 no. 3 no. 4 no.35 no.40 no.45 no.50 no.55
j 0.190 0.265 0.202 0.232 0.297 0.181 0.250 0.275 0.286
B 0.303 0.638 0.329 0.496 0.985 0.317 0.623 0.834 0.814

0.14 | 0.14
|
0.12 , | 0.12
D-1 g D-2
N T I ey
0.08 | wa _ ® o035 0.08 | " 28: 3.
- oy 3 w Nno.4 w Nno.4
006 | HEEBEEEEmELG? | X 1O 30 | x no.35
| & no 40 | . @ ho.40.
+ no.45 i no. 45 |
0.04 | ~ no. 50 Lt o 50
ws N0.55 2 noB5 |
0.02 —— Smootn 0.02 | oo STOOt
P S H
0 ‘ : J 0 . ‘ :
5000 10000 15000 20000 25000 5000 10000 15000 20000 25000
Re
Re

Fig. 5 Dependence of the Fanning friction factors of spirally corrugated tubes on Reynolds numbers
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Fig. 6 Comparison of the friction factors for the tubes no. 2 and no. 35

(18)

0.09
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0.07 + .
006 L MAR KRR PSR
w 005 ¢+
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003 4 “— Ravigururajan and Bergles
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o
ky=—1.66x10 ® Re—0.33—

P
k,=4.59+4.11x10° Re—0.155-,
i

90

where,n,, is the number of sharp corners facing the flow anid

the profile’s contact anglgL8].
As an example, for the D-1 direction, the friction factor result§orrugated tubes was the same as that used for the smooth tube.

of tube no. 2 can be shown to be close to the values predicted Bye C values(Eq. (8)) are shown in Table 3, with? values that

this general correlation. The results of tube no. 35 are highare all better than 0.98.

than the values predicted and the errors are up to some 25 percefiixamples of the calculated heat transfer coefficients plotted

in the Re range tested. Generally the errors are smaller for largerainst Reynolds number for the D-1 and D-2 flow directidos

Reynolds numbers at D-1 direction. The correlation gives a rathitie same Pr and lare presented in Fig. 7. All the tubes show a

flat curve but the experimental results show more significant
declining trends as Reynolds number increases. Figure 6 shows
the comparison results for two tubése., the no. 2 and no. 35
tubes)for both the D-1 and the D-2 directions, respectively. One
can see that there are significant differences between the two flow
directions.

Heat Transfer Coefficient. The experimental tube-side heat
transfer coefficient for water in a smooth tube was first deter-
mined. The Dittus and Boelter equatidne., Eq. (8) with m
=0.8,n=0.3, andC=0.023[21]) was used to verify the experi-
mental set-up. The result of the const&y,,qou~0.024 for this
smooth copper tube agrees well with the value 0.023 in the Dittus
and Boelter equation. The experimental technique for the spirally

Table 3 C values of the tubes tested  (r>>0.98)

Direction

Tube No
C

Direction

Tube No

C

D-1

no. 1 no. 2 no. 3 no. 4
0.0471 0.0563 0.0635 0.0760
D-2

no. 1 no. 2 no. 3 no. 4
0.0532 0.0542 0.0553 0.0564

no.35 no.40 no.45 no.50 no.55
0.0682 0.0629 0.0618 0.0585 0.0552

no.35 no.40 no.45 no.50 no.S55
0.0587 0.0548 0.0545 0.0542 0.0540
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Fig. 7 Dependence of heat transfer coefficients of spirally corrugated tubes against Reynolds numbers

certain degree of heat transfer enhancement. Tube no. 4 had thRavigururajan and Bergles
highest heat transfer enhancement of 272 percent for the flow

direction D-1 when compared to the smooth tube; tube no. 1 ha
the lowest enhancement of 206.8 percent. However, for flow di-— —
rection D-2, the heat transfer enhancement ranged from 231 pé\‘Us

cent to 246 percent for all tubes. It was difficult to recognize
which angle plays a more important role in heat transfer.

The heat transfer results have been compared with previougjiiere the reference Nis given as
established model§.e., the correlations from Ravigururajan and

Bergles[18], Srinivasan and Christenséh9], and Wang et al.

[20] which are popular correlationgsee Fig. 8). These models

are listed below.
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Fig. 8 Comparison of heat transfer coefficients for tubes no. 2 and no. 35

DECEMBER 2001, Vol. 123 / 1155

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



22

L 24 D1
=
s 18y no. 1
B s | SXXXXXxxxxx & no2
e XXXX XXX XXX no‘i
S 14 | &*q_ X ho.
2 i) “.ﬁﬁ w no. 35
£ 12 --L':___.i' = & no40
o . ==== 4+ nod45
S 11 ® 900000000 = no.50
< - No.55
S 0.8 | —_ smooth
06 ; ]
10000 60000 110000
Equivalent smooth tube side Reynolds
number

1.8 |
*
'§ 16 | D-2
© no. 1
e no.i
no.
212 5 et
8 ® no.40
e 14 + no.45
e = ho. gg
c = NO.
i 8 smooth
0.6 ;

10000 30000 50000 70000 90000
Equivalent smooth tube side Reynolds
number

Fig. 9 Heat transfer enhancement factors for the spirally corrugated tubes

Srinivasan and Christensen
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_ 847 1 _
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angle (a/90 deg) from 0.3 to 0.65 for the correlation of Srini-
vasan et al.and from 0.655 to 0.703 for this study

Performance Evaluation. As a standard practice, the perfor-
mance evaluation must be carried out with a new geometry. The
enhancement factors for the tested spirally corrugated tubes were
calculated by Eq(10) and plotted against the equivalent Reynolds
number[12] for constant pumping power in Fig. 9. The enhance-
ment factorsh* were between 1.07 and 1.72 for flow direction
D-1 and between 1.31 and 1.46 for D-2. Tube no. 4, which gave
good heat transfer performance in the tesRslynoldsnumber
range, is regarded as the best of all the tubes for the D-1 flow
direction; tube no. 35 gave the best performance in its D-2 flow
direction.

Neural Network Modeling of the Effect of Corrugation

One must notice that none of these correlations have the influer}g@gm_ This method was used, as it is an effective way to derive
of the flow direction due to the non-symmetrical nature of thghe response surface of the coeffici@for the current set of data.
corrugation angles examined heeee Fig. 1). It was found that To validate the model developed based on a number of data points
the experimental heat transfer coefficients agreed with the genestained in this study, the predicted heat transfer coefficients were
trends predicted by the correlations of Ravigururajan and Berglgitted against the test data in Fig. 10. The maximum percentage
[18] and Wang et al[20] for all tubes with differences of up 10 of error is 5.6 percent, except for the first point. The effects of
3000 W.(nf.K)~* (see Fig. 8). The results of this study did notarious angles are too complex to be correlated in an analytical

support the correlation presented by Srinivasan efla]. This manner so it was satisfying to see the neural network approach
may well be due to the different tube parameter range for helpgyid give such good results.
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Fig. 10 Comparison between the predicted and the experi-

mental values of C (refer to Eq. (8) and Table 3); the solid line

indicates 100 percent agreement.
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Correlation of theC values(refer to Eq.(8)) using the neural
network model for a broader range of corrugation angles is shown
in Fig. 11. Good agreement between the model predictions and the
experimentalC values has been obtained. It can be shown that the

02+ -~
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Fig. 11 Predicted C value as function of

neural network model

a' and o' using the
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highestC value, i.e., 0.1536 occurs at~90 deg ancv’'~62 deg pirical formula, which predicts the response surface shown in Fig.
(corresponding to the flow direction D-1 in Fig(alc)). The em- 11 is derived usingl12), (13), (14), and(15b)and is given below:

C(a',a")=—0.0166+4exp —2.14X1075-|(a')2+ (a")?+

(a’a")?))

25.8517-exp(2.14 X105 (285.2¢" + 241’ )) + 115.7059-exp(2.14 X10 °- (208.8" + 246.6¢"))

‘| —25.709 exp2.14 X105 (256" +207.20")) — 115.8014 -exp(2.14X10 5. (253.8" + 216a"))

(24)

Conclusions

In this work, the effect of the corrugation angles on heat trans-
fer and hydrodynamic performance has been investigated. The
corrugation angles produce quantitative differences in heat trans-
fer and friction loss for spirally corrugated tubes. The results can

be summarized as follows:

AH = pressure drop expressed in terms of water height,
m
AT.pe = temperature difference between inlet and outlet of
tube side, K
LMTD = log mean temperature difference, K
U = overall heat transfer coefficient, WK
V = velocity of water in the tube, m/s

* The friction loss was found to become greater as the anti§eck Letters

ratio o'/« increased. This effect is stronger for flow direction
D-1 than for D-2.

e For constant pumping power criteria, the tube no. 4 wa ande”
found to be the best among all the tested tubes for the flow

direction D-1 and no. 35 was the best for D-2.

* A neural network model has been used for correlating the
heat transfer coefficient taking into account the effect of the

= helix angle, deg

angles representing the non-symmetrical corruga-
tion (See Fig. 1), deg

constant in Eq(2)

viscosity of water, N.s/fh

density of water, kg/m

(47

7
p

corrugation angles so that the optimal angle combinations cgabscripts

be established.

a = augmented tubéspirally corrugateg
Manipulation of the corrugation geometry, especially the angle, as s = smooth tube
this study has shown, may offer opportunities for industry to im- i = inner tube
prove or tailor-make their heat exchangers for specific purposes. 0 = outer tube
w = tube wall or water
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heat transfer enhancement factor

exponent in Eq(2)

thermal conductivity of copper, W/m.K
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mass flow rate of water, kg/s

exponent in Eq(8)
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pressure, Pa
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| Thermal Modeling of Unlooped
vorammad 8. Stari § and L goped Pulsating Heat Pipes

Amir Faghri

Fellow ASMIE Analytical models for both unlooped and looped Pulsating Heat Pipes (PHPs) with mul-
Yuwen Zhang‘ tiple quuid_ slugs and_vap_or_ plugs are presented in this s_tudy. The goyerning equations are

Mem. ASVE solved using an explicit finite difference scheme to predict the behavior of vapor plugs and
' liquid slugs. The results show that the effect of gravity on the performance of top heat
mode unlooped PHP is insignificant. The effects of diameter, charge ratio, and heating
wall temperature on the performance of looped and unlooped PHPs are also investigated.
The results also show that heat transfer in both looped and unlooped PHPs is due mainly
to the exchange of sensible hedDOI: 10.1115/1.1409266

Department of Mechanical Engineering,
University of Connecticut,
Storrs, CT 06269-3139

Keywords: Condensation, Evaporation, Heat Transfer, Heat Pipes, Pulsating

1 Introduction by experimental results. The visualization test showed that the
cillatory flow formed waves that traveled among the turns of
Ps. Their theoretical model could be used to estimate the pres-
e and displacement of oscillatory flow. Kiseev and ZolKih
perimentally investigated the effects of acceleration and vibra-

ising heat transfer devicg3]. In addition to its excellent heat tion on the performance of the unlooped PHP. Acetone was used

i f ; it h imple structure: | trast wi s the working fluid and the filling charge ratio was 60 percent.
ransier periormance, it has a simple structure. in contrast Wighqip regylts indicated that the PHP operates successfully by vari-
conventional heat pipes, there is no wick structure to return t E

Downsizing of personal computers and advancing performan
of processors has called for the development of micro and mini&]r
ture heat pipegl,2]to transport heat from chips to heat sinks. Th%X
Oscillating or Pulsating Heat Pig©PH or PHP is a very prom-

; . : s acceleration effects. There was an increase in evaporator tem-
pondensed working fluid chk to the evaporator section. The P rature, about 30 percent by increase of the acceleration from
is made from a long, continuous capillary tube bent into ma ¥6g to+’129

turns. The diameter of the PHP must be sufficiently small so thatDobson and Harm8] presented simple mathematical models

iU . ) . OP8&K which the behavior of PHPs was simulated. The mathematical
ated within 0.1-5 mm inner diameter range. If the diameter is 1Qf5del was applied to the open-ended PHP. They showed that the
. . ) Hc'.?scillating behavior would be different for different initial values.
can operate successfully for all operation modes, including boj{j,ng et al[9] proposed a theoretical model of PHPs based on a
horizontal and vertical. Due to the pulsation of the working flui agrangian approach in which the flow was modeled under adia-
in the axial direction of the tube, heat is transported from the.iic conditions for the entire PHP. A sudden pressure pulse was
evaporator section to the condenser section. The heat input, Whighyjieq to simulate local heat input into a vapor plug. They were
is the driving force, increases the pressure of the vapor plug in thgje 1 show the pressure and velocity variations with time for the
evaporator section. In turn, this pressure increase will push tUonr plugs.
neighboring vapor plugs and liquid slugs toward the condenser,p the present study, a very detailed theoretical model will be
which is at a lower pressure. However, due to the continuOggyeloped to accurately simulate the behavior of liquid slugs and
heating of bubbles formed by nucleate boiling, there will not bgapor plugs in both unlooped and looped PHPs. Heat transfer due
steady-state vapor pressure equilibrium for an operating PHE.the phase change is also considered.
There are two types of PHPs: the looped PHP, which has two open
ends, connected to one another, and the unlooped PHP, which has
two unconnected ends. )

Active oscillations of working fluid were observed at charging Theoretical Model
ratios of 40-60 percent for a vertical looped PHP. With this 2.1 |Initial Plug Distribution. When a capillary tube is par-
chgrge ratio range, the circulation velocity is at maximum value ”' filled. the vsorkin fluid Will break intopli u?/d Sluas gnd
which results in best heat transfer performance. It has been Q%‘-P%r olugs(see Fig 1g(a)) Hosoda et dl10] coqnductedga o
ported that the looped heat pipe is better than the unlooped heat : : : - e
pipe for heat transfer performan¢4]. In an unlooped PHP, the m:ﬂﬁhﬁ?ﬁmﬂf :i?a:ntzg?g?h%et?;r?t% :3 2%1;e0?n(|1udeterm|ned the
working fluid is unable to circulate and the heat is transferred 69 por piug.
driving force due to the oscillation. Gi et db5] investigated an
“O” shaped oscillating heat pipe as it applied to the cooling of a p
CPU. Their results showed that the temperature of a CPU chip D as= 1.84 R — (1)
with a power less than 40 W rises to 90°C, which is the maximum 9(pi=py)
temperature for the safe use of notebook computers. They were

able to make a very small thermal resistance heat trginsfe_r syst|_e,rnr11ax is about 2.5 mm for saturated water at 300 K and thus a tube
between a CPU with the power of 40 W and cooling fins. Tg 1.5 mm is chosen in the present study. A simple momentum
predict the oscillatory flow characteristics, Miyazaki and A“kaW%quation can be solved in order to predict the length of liquid
[6] proposed a theoretical model, which was strongly supportefjqs. when a slug of liquid is formed in a vertical tube, gravity
naturally tends to pull the liquid downward. However, as down-
Presently at Department of Mechanical Engineering, New Mexico State Univeiyard motion begins, the contact angles at top and bottom of the

sity, Las Cruces, NM 88003. P K . . X
Contributed by the Heat Transfer Division for publication in th®URNAL OF liquid plug must be receding and advancing, respectively. Figure

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 11, 20002(&) shows a control volume of a liquid slug bounded with two
revision received May 30, 2001. Associate Editor: J. Georgiadis. vapor plugs in a vertical tube. Force balance requires that
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Fig. 1 Oscillating heat pipes:  (a) unlooped PHP; (b) looped PHP.

Yy

P,amR?— P, ,mR?+ p gL 7R?+ 27Ryo— 2R,0=0, (2) the most-unstable wavelength to be the length of the liquid slugs.
Table 1 is the summary of the experimental works on the pulsating

Puo—Pua=p, 0Ly ) heat pipes. The predicted lengths of the liquid slugs obtained from
Combining Eq.(3) into (2) results in Eq. (4) and Eq.(5) are also included in this table.
20 2.2 Governing Equations. The oscillatory phenomenon in
lem(cosamin_cosemax)- (4)  PHPs can be predicted by solving mass, momentum, and energy

) o ) equations for each liquid slug and vapor plug. The schematics of
Assuming thatf,i, and Oy have minimum and maximum val- ynjgoped and looped PHPs are shown in Fig) &nd (b). The
ues, one can find the length of the liquid slugs that can be syps,ys are not considered in the present study and the PHP is
ported against gravity. It should be noted that &) is valid only assumed to be a straight tufsee Fig. 1(c)). The locations and the

\évuhcehnatrr]glarz{gr?s;sr%gslgfelzegvigvgftvv\(/iiﬂ ttﬁg lmc(’)ovzpdo';]gg:gsi r?ﬁffnber of heating and cooling sections represent the number of
X ' P pp_ ends or turns in actual PHPs. There are three heating sections

is partially filled, it is less likely to display the relationship be ) : .
tween pressures of vapor plugs expressed ag@qin this case and two cooling sections on the PHP. The inner wall temperature
At the heating and cooling sections of the PHP Byeand T,

instability theory of condensate film and capillary blocking i ) > X
small diameter tube can be used to predict the initial length EFSPectively. A control volume of a liquid slug bounded with two
liquid slugs. Teng et a[11] investigated instability of the conden- Vapor plugs is shown in Fig.(8). ' _
sate film in small diameter tubes using an integro-differential ap- T0 solve the problem analytically, the following assumptions
proach. They mentioned that liquid bridging caused by thare made:

breakup of condensate film originates from capillary instability. . . .-
This brpeakup of condensate fi|t‘?’l causes the fc?rmat)i/on of quu);d 1 Evaporative and condensation heat transfer coefficients are
slugs. The film instability results from surface tension and tH&sSumed to be constants.

length of the disturbance waves, which can be approximated as & 1he liquid is incompressible and the vapor plugs are assumed
function of the radius of the undisturbed inner condensate fili# behave as an ideal gas in the heating sections.

The most-unstable wavelength can be obtained frbih 3 The pressure losses at the bends are not considered. This
assumption is valid for the PHPs do not have many turns. When
Am=87a, (5) the number of turns is larger, the pressure loss at the turns may not
be negligible.

where a is the undisturbed radius of the condensate film inner
surface and is assumed to be half the size of the tube radius. THe continuity equation foi'" liquid slug can be found from
length of liquid slugs can be predicted from E§) by assuming following equation:
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tum equation foi® liquid slug, assuming the PHP operates verti-
cally, is

dmy v
dt

=(Pyi—P,i+1)A—mdLy7—(—1)"myg, (7)

wheren indicates the tube number. Since it is assumed that the
PHP is a straight tube, gravity has different signs at different lo-
Liquid cations. In this model, there are four parallel tubes, which are
labeled from one to foufFig. 1). The heating section is located at
the top of the PHP. Gravity vector is in positive direction when a
liquid slug is in the first or third tubes; therefore, the gravity term
in Eq. (7) is positive. In the second or fourth tubes the gravity
vector is in the opposite direction and the gravity force term in Eq.
(7) is negativer is the shear stress acting betweé&riquid slug

and the tube and can be determined from

(a) 1 )
=5 Cipivi, (8)
Ly
— where the friction coefficient can be determined by
16
— Re<1180
Ci= Re . )
0.078 Re%? Re>1180
oy "T— The continuity equation for thE" vapor plug is
re,i
5 dm,; . )
o WI = Minvi— Mout,vi (10)
Kie,i+1)
(b) wheremy, ; is the rate of mass transferred into the vapor plug due

to the evaporation and,,; is the rate of mass transferred from
Fig. 2 (a) Control volume of aliquid slug in a vertical tube;  (b)  the vapor plug due to the condensation if8ivapor plug and can

control volume of /™ liquid plug. be calculated by the following equations:
Minvi= (My+ hysen TALp(Tyi— Th)/heg, (11a)
dmy o 1fdmy; dmyg) 6 _
ot - M T Mowi=5 |\ g T T ar |- (6) Moutvi= (Ne+ Nysen T Li(Te— Ty hrg - (11b)

This means that the change in mass of liquid slug is equal to thds assumed that the evaporative heat transfer coeffidigntis
average changes in mass of its adjacent vapor plugs. The momemnstant as long as one of the ends of the vapor plug is in the

Table 1 Summary of experimental works on pulsating heat pipe data

Investigators Type and Cross section Number Length of | Charging Working Length of | Length of D Initial length of liquid Initial liquid shug length Comments
heat (mode of tubes of parallel each Ratio (%) Nuid Liquid vapor {(mm slug required by by ¢q. (4) (mm)
of PHP) tubes tube(cm) slug (cm) | plug (cm) ) stability (mm)
Gietal. [13] Looped Circular 20 50 30-70 R-142b NA NA 2 4.4 2.66 The effect of
(Vertical R charging ratio,
bottom) operating

temperature and
inclination angfe

Gt et al. [13] Unfooped Circular 20 50 30-70 R142b NA NA 2 44 2.66 The effect of
(Vertical charging ratio and
bottom) inclination angle

Lee et al, [4] Looped Rectangular 8 22 20-80 Ethanot NA NA 1.5 3.33 7.48 Nucleate boiling
(Vertical observed, Most
bottom) active oscillation at

charging ratio of 40-
60% and the
inclination angle of

90°
Maezawa et Unlooped Circular 41 60 40-50 Water NA NA 2 4.4 14.88 Top mode operated
al. {12] (Horizontat) R-142b 2.66 very well. R-142b
(Vertical was better working
top) fluid. Non-periodic
(Vertical dynamics System
bottom) was governed
Miyazaki Looped Rectanguiar 50 273 42 R142b 21.84 3276 NA - - Analytical model was
and Arikawa (Verticat proposed for
[6] top) circulation of wave
velocity
Miyazaki Looped Circular 31 20 26-70 R142b NA NA ( 222 5.32 Circulation was
and Akachi (Vertical observed. An
[13] bottom) analytical model was
(Horizontal) proposed,
Nishio [14] Looped Circular 8 39.6 20-100 Water NA NA Water Ethanol R 142b | Water Ethanol R 142b [ The total temperature
(Vertical Ethanol 1.8 4 4 4 16.53 16.53 296 difference between
bottom) R-142b 24 533 5.33 533 124 467 222 hot and cold water in
5 1t 1.1 1t 595 224 1.06 heating and cooling
section varied (30-
60°C)
Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1161
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heating section. When the two ends are out of the heating section, PR, 0 2/3
the liquid film in the evaporator dries out and the evaporative heat Nu=0.012|Rg%#"— 280)P|D'4( W) 1+ (L_)
transfer is zero. The sensible heat transfer coefficiept,, is W f

negligible in comparison with the evaporative heat transfer coef- 2200<|Rg < 10000 (22)
ficient. The energy equation of a vapor plug is 025
Pro\ "
dmguy . Vi Nu:0.0236Rd°'8Pr°'43( —m) |Rd>10000. (23)
dlt == min,vihin,vi_ mout,vihout,vi_ I:’viw\”- (12) P,

. ) The heat transferred into and out of the liquid slug is
Lettingu=c, T andh=c,T, Eqg.(12) may be rewritten as

dTvi . . d Xvi
mviCuW = (min,vi - mout,vi) RTyi—PyiA T

“th r ; ; Xie,(i+1)
;2: lp;\zssure of thig" vapor plug,P,; is calculated using the ideal Qouti= J 7Dh(Ty=Ti0dx Ti<T,, (24b)

Xie,(i+1)
Qin,li:f mDh Ty, x— Ty)dX Ti=T, (249)

(13) X

re,i

re,i

PuiVyi=myRT,; . (14)  where T, , represents the temperature of th&liquid plug at
It is important to note that the pressure, calculated from(Ed), locationx. The total heat transferred into and out of the PHP can

cannot exceed the saturation pressure corresponding to the t8ffcalculated by
perature calculated from E¢l3). When the vapor pressure, cal- N N-1

culated by Eq(14), is lower than the saturation pressure the vapor Quotalin= 2 Qinivt 2 Qinii» (25a)
plug is superheated and the ideal gas law is valid. On the other R = B = | '

hand, if the vapor pressure, calculated by Bd), is higher than

. . . . N N—-1
saturation pressure, the ideal gas law is no longer valid and the
Qrotal,out™ 21
=

pressure is set to the saturation pressure calculated by Qoutivt zl Qoutin (25b)

Pui=Psa(Tvi)- (15) .
oo _ ] _ 3 Numerical Procedure
2.3 Heat Transfer. Heat transfer in a PHP is defined as total

heat transferred from heating sections to the cooling sections. Par
of heat transfer is due to evaporation and condensation of workifl
fluid. Another part is due to heat transfer between tube wall and MOSY= i+ (Min vi— Moutw) At, (26)
liquid slugs in the form of single-phase heat transfer. Evaporative ' '

and condensation heat transfer for each vapor plug can be calcu-

he new values at time+dt can be found explicitly from the
values at time by using the following equations:

( rhin,vi - rhout,vi) R TviAt - PviAA Xvi

lated by =Tyt o , @0
Qin,vi: min,vihfg ) (16a) pre_ myRT, 29)
Qoutvi= Moyt - (16b) v Vi

The single-phase heat transfer between the tube wall and liquid 1
slugs is obtained by solving the energy equation for a liquid slugm{®"=m; + 5 L(Min i = Mouti) + (Min o+ 1)~ Mouto(i+1)) JAL,

1dT, d?T; hgesmD 29
P T U S C -
! ! my- oy = mMv g+ [(Pyi— Py 1)) A— mdL 7+ m;g]At.
with the following boundary conditions: (30)
Ti=Ty X=X The determinations of the locations of liquid slugs and vapor

plugs are different for unlooped and looped PHPs.
Ti=Tyi+1) X=Xie (i+1) - (18) » )
. O o . 3.1 Unlooped PHP. The position of each vapor plug is
Since the Reynolds number of the liquid slug varies in a widgyown by the location of its ends; one can write
range that covers laminar, transition, and turbulent flow, the heat

transfer coefficients., of the liquid slug varies from time to o1 = Xrej T At
time. For laminar regime, (Re2200), the problem is considered XY= Xei V)i - 1) AL 31)
as thermally developing Hagen-Poiseuille flow and the Nusselt ’ '
number is Xen=L
S (32)
1 1 le) =
Nu= 4L* '”(0_:1)' (19)  whereN is the number of vapor plug is measured from the
origin shown in Fig. 1b).
where new_ y/new,
AXEW= "W % .
e oo i g @)
o= 82 —exp(—2\iLY). (20) le,i le,i le,i
n=0 Aq AXDEW
The eigenvalues,,, and the constant§;,,, can be found in Ref. el
[12]. The dimensionlesss} is defined as AXje1=0 (34)
Lr = IF\:Ii /E . 1) AXG"= AXE = AXE, (35)
& Fr whereAX!®"is the change in length of th&' vapor plug.AX e,
In the transition and turbulent regions, the following empiricandAX,;_, are the changes in location of the ends ofitheapor
equations are used: plug.
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3.2 Looped PHP. The looped PHP is similar to the un-
looped PHP except its two ends are connected to each @flger
1(b)). Governing equations used for unlooped PHPs are valid 1

8

0 T T T

looped PHPs, except that the first and last vapor plsgewn in T
Fig. 1(b))are basically one vapor plug, and both of them have tt — — il N=29

same values of pressure and temperature. The position of the 1
ends of the vapor plugs is found from the following equations:

XMEWN=X .+ 0,0 At

{ ne‘l;si re, re, (36)

Xiei = Xie,i+Uiei— 1At
Xret=Xrei'—L XL

new. new. ne (37)
Xiei =Xjej —L Xle,iw> L
Xioi'= XP;}N+ L Xe'<O0

new. new new (38)
Xiej =Xjej L X <0
AX)= AXTE - AXS. (39) -

0 L L L

L
[ 0.4 0.5 0.6 0.7 0.8

The last two equations guarantee that the position of the two er
of the vapor plug remains between 0 andTime step indepen-
dence of the numerical solution for both unlooped and loopegig. 4 The variation of the total number of vapor plugs with
PHP was verified by systematically varying the time step. It wdsne

t{s)

found that varying the time step from»G10 6 s to 10 8 s results
in less than 0.2 percent variation in the locations of the liquid
slugs. Therefore, the time step used in the numerical solution is
5x10 %s.

To find the sensible heat transferred by the liquid slugs(E®).
is solved using an implicit schemé3]. A nonuniform grid was

Table 2

Initial values of PHP

chosen to solve the energy equation of liquid slugs. The tota| Initial pressure of vapor plugs Py = 5628 pa
N . . . Initial temperature of vapor plugs T,=35"C
number of grids chosen is 360, with 140 belonging to each(2nd Percentage filled o= 61.4%
cm) and 80 grids in the middle of each liquid slug. Doubling the | Total iength L=1.14m
number of grids does not change the solution results. Since d¢ Total number of plugs Np=5
Number of bends B=3

creasing the time step to 16s results in 0.2 percent variation in
temperature distribution along the liquid slugs, the time step use
in the numerical solution is 1G's.

4 Results and Discussion

Length of each vapor plug
Temperature of wall in cooling section
Temperature of wall in heating section
Heat transfer coefficient at heating wall
Heat transfer coefficient at cooling wall

Ly =Ly2=0.11 m L,,=0.22 m
T, =20°C

T,=120°C

hy = 150 W/m® °C

he = 100 W/m* °C

Diameter d=0.0015m
. . Length of heating section Lp=0.1m
4.1 Evolution of Flow Pattern. The verification of the nu- Length of cooling section L.=037m

merical method was performed by simulating the propagation o

1.1 T T T T T T T T T

— Present (without heat transfer)

.. Wong ef al. (1999) (without heat transfer)

— With gravity (without heat transfer)

. . Without gravity (without heat transfer)

plug #9

1

0.1

i

04

1

0.6

!

0.5

0.7

0.8 0.9 1

(b)

Fig. 3 Comparison of the pressure variation with time:
with gravity; and (c) comparison with a previous model.

(@) without gravity;
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Liquid Vapor
. L]

Heating Section

oy
3 n=4v

Cooling Section

Fig. 5 Unlooped PHP including three vapor plugs

numerical results and the results of Wong ef @l.is excellent for

the case with no heat transfer. FigurbBshows the effect of
gravity on the pressure variation. It is seen that the effect of grav-
ity on pressure variation is not significant, and therefore it can be
neglected in the numerical model.

When the heating sections are heated and cooling sections are
cooled, the pressure of vapor plugs located in the cooling sections
is lower than that of vapor plugs in the heating sections, since the
temperature is lower. This pressure difference causes the liquid
slugs to move toward cooling sections and consequently the vol-
ume of vapor plugs in cooling sections decreases until the adja-
cent liquid slugs merge to one another and the vapor plugs dimin-
ish. Figure 4 shows the variation of the total number of vapor
plugs with time when unlooped PHP is exposed to heating and
cooling conditions. The parameters used in the numerical simula-
tion are listed in Table 2 except that the total number of vapor
plugs varies. The number of vapor plugs eventually reduces to
three, which is equal to the number of heating sections. This
means that vapor plugs exist only in heating sections, no matter
how many vapor plugs are initially in the PH&ee Fig. 5). It can
also be observed that when the total initial number of vapor plugs
is high, the evolutionary time is high.

4.2 Unlooped PHP. The parameters used are listed in Table
2. An initial pressure of 1.2 times higher than the rest is applied to
the first vapor plug. The lengths of liquid slugs are equal and can
be found based on the charge ratio of the system. Therefore, the
parametric study of PHP in the following section will be per-
formed for three vapor plugs in the heating sections. Figure 6
shows the variations of pressure, temperature and positions of the
two ends of the first vapor plug with respect to time. Initially, both

pressure waves inside a PH®. The capillary heat pipe is mod- the temperature and pressure drop to certain values, since the right
eled under adiabatic conditions. A sudden pressure pulse is apd of the first vapor plug is located in the cooling section and
plied to a plug at one end of the PHP to study the pressure vari@ndensation takes place. When the pressure is low enough, the
tion with time. A total of 20 liquid slugs and vapor plugs exist iradjacent liquid slug starts moving back toward the heating section,
the pipe. The length of all vapor and liquid plugs was assumed and as it moves back, the temperature of the vapor plug increases
be identical. An initial pressure of 1.1 times higher than the restiiie to the compression. However, condensation is still taking
applied to the 16 vapor plug. The comparison between theslace. When the right end moves into the heating section, evapo-
present result and that of R¢R] for the gh plug is presented in ration takes place. The pressure and temperature of vapor plug
Fig. 3(a). It can be seen that the agreement between the predes@p increasing until the pressure in the vapor plug is high enough

X 104
8 [ T T T T T T T T T ]
(a) Plug #1
6k i
a
o
‘ W\/V\N\N\N\J\J\M
2 1 1 1 1 1 i 1 1 1
13 13.2 13.4 136 13.8 14 14.2 14.4 14.6 14.8 15
T 1 T T T T T T T
1501 (b) Plug #1 1
5
100 4
£
50 f | 1 I I 1l 1 1 1
13 13.2 13.4 13.6 13.8 14 14.2 14.4 14.6 14.8 15
T T T T T T T T T
0.16} © Plug #1 T
E 0.14
x 0.12
0.1
0.08 ! A

1 1 1
13 13.2 13.4 136

13.8

1
14 142 14.4 14.6 14.8 15
t(s).

Fig. 6 Variation of pressure, temperature, and the end positions of the first

plug with time (d=1.5mm)
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13 18.2 13.4 13.6 13.8 14 14.2 14.4 14.6 14.8 15
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13 13.2 13.4 136 13.8 14 14.2 14.4 14.6 14.8 15
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0.8 (¢} Plug #2 |
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04 Rl 1 T 1 1 I 1 L I

13 132 134 13.6 13.8 14 14.2 14.4 14.6 14.8 15

t(s)

Fig. 7 \Variation of pressure, temperature, and the end positions of the sec-
ond plug with time (d=1.5mm)

to push the adjacent liquid slug toward the cooling section. This Figure 7 shows the variations of pressure, temperature and po-
phenomenon repeats itself and periodic oscillation occurs aftgtions of the two ends of the second vapor plug. Since the two
almost 10 s. The temperature of the first vapor plug is maximurands are free to move into heating and cooling sections, the fre-
or equal to the heating wall temperature, when it is completetjuencies of the pressure and temperature oscillation are equal to
compressed in the heating section. At this point its pressure is athat of the first vapor plug and the phase difference is 180 deg.
maximum at 6< 10* Pa. Since the pressure is lower than saturatdtigure 7(c)shows the position of two ends of this vapor plug. The
pressure, the vapor plug is super heated. Fig) $hows the po- solid and dashed lines represent the location of the right and left
sition of the two ends of the first vapor plug. Since the first vap@nds. The distance between these two lines indicates the length of
plug is located at the end of the PHP, the left end is always locatde: vapor plug. The two ends always move in opposite directions
at x=0m. The right end oscillates betweerr0.08 m andx and they move into either the cooling or heating sections. Figure 8

=0.14m. represents pressure, temperature and position of the two ends of
x10*
8 [ T T T T T T T T T i
(a) Plug #3
F6L 1
S
aQ
4+ 4
2 1 1 1 1 A 1 A 1 Il
13 132 134 136 138 14 142 144 146 148 15
T T T T T T T T T
1501 (b) Plug #3 1
8
= 100 e
501 f ) I L L 1 i I |
13 132 134 136 138 14 142 144 146 148 15
11 T T T T T T T T T
(c) Plug #3
Eq05 4
x
1 1 1 1 1 1 1 1
13 132 134 136 138 14 142 144 146 148 15

t(s)

Fig. 8 Variation of pressure, temperature, and the end positions of the third
plug with time (d=1.5mm)

Journal of Heat Transfer DECEMBER 2001, Vol. 123 / 1165

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T T T T T T T . .
r (a) Plug #1 — Evaporative heat
— .~ Condensation heat
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__AO

Fig. 9 The evaporative and condensation heat transfer rate

the third vapor plug variations with time. Since the system i&emperature drops and heat transfer increases until the right end
symmetric, the oscillating trends of pressure temperature and poeves into the cooling section where condensation occurs. Figure
sition of the ends are the same as those of the first vapor plug 8@i8) and 9(c)show the same behavior for the second and third
there is no phase difference between the oscillations. plugs.

The rate of evaporative and condensation heat transfer of eacfThe variation of the sensible heat transferred into and out of the
individual vapor plug, when periodic oscillation is obtained, isiquid slugs is shown in Fig. 10. The solid line represents heat
shown in Fig. 9. It can be seen from Figa®that when the right transferred into the liquid slugs from heating sections and the
end of the first vapor plug moves into the heating section, tlashed line represents the heat rejected from the liquid slugs into
evaporative heat transfer suddenly jumps to its maximum valuée cooling systems. When the liquid slugs are completely in the
Then it starts decreasing to its minimum value as the right ermdoling sections, there is no sensible heat transferred into the
continues moving inside the heating section and compresses sheys and the heat rejected from the slugs is at its maximum. The
first vapor plug. Meanwhile, the vapor plug temperature increasssdden changes in the sensible heat are due to the change from
due to evaporation and compression. As the vapor expands,l@siinar flow to transition flow. The maximum Reynolds number

50 T T T T T T T T T

40} (a) Liquid slug #1 —  Sensible heatin
— . Sensible heat out

14

13.4 135 13.6 13.7 13.8 X 14
t(s)
Fig. 10 Sensible heat transferred in and out of liquid slugs
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(b) Liquid slug #1 — x=875mm
60 — . x=17.5mm B

\,/. \(‘ N N N . ; - N

N ~ 4

L L
13.6 137

30
13 13.1 132

1 1 1
135 13.8 13.9 14

t(s)

I L
133 13.4

Fig. 11 Temperature of the first liquid slug:
of the first liquid slug; and

(a) distribution along the left end
(b) variation with time.

for liquid slugs is Re=4200. Figure 11(ashows temperature dis- total heat transferred into the PHP for this case is 24.88 W. The
tribution of the left end of the first liquid slug. The distance igotal sensible heat transferred is 23.84 W and this means that
measured from the tip of the left end of the first liquid slug. Onl®5.84 percent of heat transferred into the system is due to the
2.5 cm of the left end moves into the heating section and contrisensible heat. To investigate the effect of diameter on performance
utes in transferring heat. Since the middle part always remainsahthe PHP, the diameter of the tube is increased to 3 mm. The
the cooling section, its temperature is always at the cooling walther parameters and initial values are not changed. Figue 12
temperaturé20°C). Figure 11(bshows the temperature variationshows the pressure variation with time for the first vapor plug. It
of two selected points on the left end of the first liquid slug. Onean be observed that the frequency of oscillation is higher than
is 4.37 mm(solid line) and the other one is 8.75 m(dashed line) that of the small diameter tube. From Fig.(fiPand 12(c)one can
away from the left end. The one closer to the left end has a high@nclude that the average temperature of the first vapor plug is the
temperature because it remains longer in the heating section. Blaene as that of the first vapor plug in the small diameter tube by

2
13

13.2

13.4

13.6

13.8

13

13.2

13.4

M
13.6

13.8

T

Fig. 12 Effect of the diameter of PHP on the performance of the first vapor

plug
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Fig. 13 Effect of PHP diameter on the total evaporative heat transfer rate

the time the right end moves into the heating sectisee att the frequency of oscillation. It can be seen from Figlid4hat the
=14.95s). However, since the heating area is greater than thatokrage temperature of the first vapor plug decreases when the
the small diameter tube, the evaporative heat is higher for @fall temperature decreases and the temperature difference be-
vapor plugs(Fig. 13). The total heat transferred into the PHP fofyeen the wall and vapor plug is lower. This results in lower

this case is 80.17 W. Results indicate that the contribution of t . g L -
sensible heat is 97.12 percent of the total heat. %%aporatlve heat transfer shown in Fig. 15. This figure indicates

Figure 14 shows the effect of heating wall temperature on pré§at the heat transferred into the vapor plugs decreased with de-
sure, temperature and end positions of the first plug. The parafieasing the temperature difference between heating and cooling
eters and thermal properties are similar to what is given in Ta[ﬁ@Ction. The total heat transferred into the PHP for this case is
2, except that the wall temperature is reduced to 90°C. Decreasthd5 W. Results indicate that the contribution of the sensible heat
the wall temperature results in the decreased magnitude of pris92.54 percent of the total heat transferred. From calculated re-
sure and the location of the right end and it also slightly decreasmdts, it can be concluded that a 25 percent reduction in the tem-

x10
8 T T T T T T T T T
Plug #1 — T,=120°C
oL (a) ug — . T,=90°C
g R LS N S Y A A U L S N AN AN (R
= .

2 1 1 Il 1
13 13.2 13.4 18.6 13.8 14 14.2 14.4 14.6 14.8 15

T T T T T T T T T

0.16 (©) Plug #3 ]

< 0.12 \ 1\

ot \

0.08 Lt oA { ) AU S

13 132 134 136 138 14 142 144 146 148 15
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Fig. 14 Effect of the heating wall temperature on the performance of the first
plug
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Fig. 15 Effect of the heating wall temperature on the total evaporative heat
transfer rate

perature difference between heating and cooling wall sections pressure difference cannot be obtained, the temperature rises to
sults in almost 90 percent reduction in total heat transferred intioe wall temperature. As a result, no heat will be transferred into
the PHP. the plugs(Fig. 17) and the PHP will not perform properly. This
The effect of charging ratio on the performance of the PHP fsrediction is consistent with experimental results presented by Gi
shown in Fig. 16. The tube diameter is 1.5 mm. The length of adk al.[14]. Their results showed that heat transport rate decreased
liquid slugs is 0.51 m. Therefore, the first and third vapor pluggith increasing charge ratio for unlooped PHP. The effect of dif-

would have the length of 0.03 m and the second one would R&ent parameters, as discussed above, on the heat transfer perfor-
twice as long as the other two. This yields a charge ratio of 89fance of the unlooped PHP is listed in Table 3.

percent in the PHP. Figure 16 indicates that oscillation cannot be

obtained when the charging ratio is high. When the charging ratio4.3 Looped PHP. Miyazaki and Arikaw& 6] performed vi-

is high in the PHP, the liquid slugs are long, and a higher-pressig@alization experiments on looped PHPs and observed that liquid
difference is needed to move more massive liquid slugs. Since tklsgs and vapor plugs were almost separated into two parts in the
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Fig. 16 Effect of the charge ratio on the performance of the first plug
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Fig. 17 Effect of the charge ratio on the total evaporative heat transfer rate

Table 3 Effect of parameters on the performance of the PHPs

Type of PHP Tn (<) Charge ratio D (mm) Evaporative | Sensible heat Total heat
% heat (W) (W) transfer (W)
120 014 1.5 1.033 23.84 24 88
Unlooped 90 6l.4 1.5 0.62 7.73 835
120 61.4 3 2.3 7787 80.17
120 80 47 1.5 0 0 0
20 | eld 13 HE 2583 2495
L.ooped T on ol.4 LS 0.6 7.74 836
120 614 3 2.24 77.13 79.37
120 89.47 1.5 0 0 0
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Fig. 18 Variation of pressures, temperatures, and the end positions of the first
and second plugs with time for looped PHP ~ (d=1.5mm)
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Fig. 19 Variation of heat transfer rate with time for looped PHP: (a) sensible

heat; and (b) evaporative and condensation heat.

individual turns. Liquid was observed at the cooling side, forming 2 The total number of vapor plugs reduced to the total number
a U-shaped column, while vapor was observed at the heating sideheating sections, no matter how many vapor plugs were ini-
This means that, similar to the unlooped PHP, vapor plugs exislly in the system.

only in heating sections. The behavior of liquid slugs and vapor 3 For both looped and unlooped PHPs, periodic oscillation is
plugs in looped PHPs is also investigated. The parameters spetitained under specified parameters.

fied in Table 2 are used except that the total number of plugs is4 Heat transfer in both looped and unlooped PHPs is due
N=4. Also, the length of the first and second vapor plugs woulehainly to the exchange of sensible heat. The role of evaporation
be equal due to the fact that the first and the last vapor plugs amd condensation on the performance of the PHPs is mainly on
connected to make one plug. FigurgdBshows the variations of the oscillation of liquid slugs.

the pressure of the first and second vapor plugs with time. Figure5 By increasing the diameter of the PKiBbth looped and un-
18(b) shows the variation of the temperatures. Since the systenlasped), the total average heat transfer increases.

symmetric, the phase difference between oscillation of the first6 Decreasing the temperature of the heating wall sections sig-
and last plugs is 180 deg. Figure(&8represents the oscillation of nificantly decreases the total average heat transfer. This means
the two ends of the second vapor plug. Figuréal&hows the that the temperature difference between heating and cooling walls
sensible heat transferred into the liquid slugs. Both the first amsignificant in the total amount of heat transferred.

the second slugs have the same phase and amplitude, since th&y The results also showed that both looped and unlooped PHPs
move at the same velocity in opposite directions. Figuréb)l9 did not operate for higher charging ratios.

shows the evaporative heat transferred into the vapor plugs. The

amplitudes of the oscillation of the two plugs are equal, but there

is a phase difference of 180 deg. The total heat transferred into m@knowledgments

PHP for this case is 24.95 W. Results indicate that the contribution ] ) )

of the sensible heat is 95.50 percent of the total heat. The effectgunding for this work was provided by NASA grant NAG3-

of changes in diameter, heating wall temperature and charge rakf®/0 and NSF grant CTS 9706706.

on the heat transfer performance of looped PHPs are also investi-

gated, and the summarized results are shown in Table 3. Increas-

ing the diameter and heating wall temperature increases the ti®@menclature

heat transfer similar to that of the unlooped PHP. It can also be
observed that increasing the charge ratio to 90 percent will stop &

undisturbed radius of inner surface of condensate film,
m

the performance of looped PHPs. Calculated results show no cir-

culation in the system, which is consistent with the visualization

of Lee et al.[4] and Miyazaki and Arikaw46]. c
|

C
5 Conclusions c

Thermal modeling of both unlooped and looped PHPs with d
multiple vapor plugs and liquid slugs is proposed, and the behav- 9
iors of liquid and vapor plugs in the PHP are investigated. The
following conclusions were obtained: hhc

f

g
1 The results show that gravity does not have significant effecth;,
on the performance of unlooped PHPs with top heat mode. L

P
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tube cross sectional area?m

number of bends

friction coefficient

specific heafconstant pressuyeJ/kg K
specific heatconstant volumg J/kg K
diameter, m

gravitational acceleration, s

enthalpy, J/kg

heat transfer coefficient at the cooling section, RHm
latent heat, J/kg

evaporative heat transfer coefficient, VK
length, m
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de BV v 523385

<

<

U1
X

length of heating section, m
length of cooling section, m
mass, kg

mass flow rate, kg/s

total number of vapor plugs
number of parallel tubes
total number of plugs
pressure, Pa

Prandtl number

gas constant, J/kgK
Reynolds number

time, s

internal energy, J/Kg
temperature, K

volume of vapor, M

velocity of liquid plug, m/s
distance, m

Greek Symbols

a = charge ratio
o, = thermal diffusivity of liquid, n¥/s
N = wavelength, m
p = dynamic viscosity, kg/ms
p = density, kg/m
7 = shear stress, N/
Omax = Maximum contact angle
Omin = Minimum contact angle
Subscripts
in = inlet
li = i"liquid plug
le = left end
out = outlet
re = right end
vi = i vapor plug
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Analysis of the Thermal Stress

and Strain on Arrigo Fiammingo’s

Artistic Window in the Cathedral
Cinzia Buratti of Perugia

Department of Industrial Engineering,
University of Perugia, Via G. Duranti 1-A/4,
06125 Perugia, Italy Thermal stress can damage fragile materials such as glass. It is a worrisome problem if
e-mail: churatti@unipg.it the glass is a work of art, such as the polychromatic window of Arrigo Fiammingo (1565),
in the Cathedral of Perugia, the topic of this paper. The window surface, irradiated by
sunlight, suffers different thermal stresses, according to the color of the glass elements. In
the present paper a calculation of stresses and strains on the window is carried out, for
different temperature distributions due to sunlight, by using the ANSYS 5.3 software
program. Results are compared with the actual state of the fissures on the window.
[DOI: 10.1115/1.1404120

Keywords: Finite Element, Heat Transfer, Modeling, Numerical Methods, Stress

1 Introduction which compose an ornamental motif. People are intensely and
brightly colored and stand out against the architectural light back-

Building materials and components are often exposed to th ound

mal stress; in the long run it could be harmful. Effects on fragil® pying restoration, a protective window was installed exter-
materials such as glass could be significant, because they gafly to the artistic one, in order to limit the damage that atmo-
break if subjected to large and rapid fluctuations in temperatugsheric and polluting agents could induce. This installation caused
High thermal stresses are connected with direct solar radiation eiftanges in the microclimate, thoroughly investigated in previous
the surfaces, more than with micro-climatic conditions, such as giaperg2,3,4,5,6].

temperature. Temperature fluctuations are rapid if induced by sodn the present paper, the deterioration caused by thermal stress
lar radiation more so than by equilibrium with the air temperaturé)duced on the window surface due to climatic variations and to
which is a slower process. In a day, over a material with a certaifinlight is examined. An analysis of the temperature distribution

exposure, incident solar radiation varies between 10-50 A/Ver thg artistic glass surface has been carried out by means of a
(diffuse radiation)to 100—400 W/r (total radiation). Material calcul_atlon software p_rograntrANS_YS 5.3), in order_ 10 assess the

. . resulting stresses, which cause fissures on the window itself. Dur-
temperature fluctuations could change by ten or more °C; the pigg he 19881993 restoration performed by the Superintendence
cess could affect different parts of the component at the same tiy@y fissures were detected and afterward repaired. In particular
and not only the same part of the material at different imes. Whege “grisaille” has been fixed, then the glass surface has been
materials or components are works of art, such as the artisgileaned and the fissured tesserae have been bonded; finally putty
windows in the churches of the Romanesque and Gothic age, ti# been made.
problem is rather important. These windows play a dominant role ANSYS 5.3 also assessed the strains and the corresponding
in natural lighting and iconographical decoration. The Umbria restresses occurred in the artistic glass. Results were compared with
gion in Italy, in particular, has many artistic windows: in the Cathe admissible values for stresses on the glass and with the actual
thedral of Perugia, in Saint Domenico’s Church, one of the biggesituation of the glass, by surveying the present fissures and the
in Europe and the wonderful windows of the Basilica of sairnalysis of those already repaired in the recent restoration.
Francis in Assisi are just examples.

The Thermotechnical and Environmental Control Laboratory @  Arrigo Fiammingo’s Glass Characteristics
the Department of Industrial Engineering at the University of
Perugia has been_focusing for some time now on the_ conservatmgximum dimensions of 1:87 m (surface area: about 11%m
of works of art, with special attention on the microclimatieer- o hotective glass is placed on the external countersinking part
mal and hygrometric conditiois lighting and air quality of the window, at about 18 cm from the artistic window, which
conditions[1]. has about the same dimensions. Both artistic and protective win-
The present paper was developed in connection with the intglows have northerly exposutsee Fig. 1).

vention that the Superintendence of Environmental, Architectural, The artistic window is made of polychromatic glass; the pro-
Artistic and Historical Works of Art of Umbria carried out ontective glass is made up of two-coupled glass sheets glued to-
the just recently restored Arrigo Fiammingo window, located ogether with epoxy resin: one sheet is in conventional glass, the
the right aisle of the Cathedral of Perugia. The glass represegtber is in MuranaVenice) blown glass.
“The Sermon of Saint Bernardino”; the saint is on a podium and The spectral coefficients of transparency and reflection for glo-
is preaching to people absorbed in thought. At the top of tH@l solar radiation and for visible radiation of the two glass sheets

window the monogram of Christ is surrounded by angelfave been measured by a spectrophotonféprand have been
used in this work. The global coefficients of the artistic window,

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF first used for the ventilation system design, _Were evaluated as. the
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 2, 2000aVerage among the values found for the different colors, weight
revision received February 1, 2001; Associate Editor: D. A. Kaminski. with the respective surface area. Overall, the following were ob-

Arrigo Fiammingo’s window is a window with one panel with
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Fig. 1 Arrigo Fiammingo’s window in the Cathedral of Perugia in its current
state, with forced ventilation system in the space between artistic and protec-

tive glass

=

=y

Fig. 2 Finite elements to analyze temperature, strain and
stress distribution on Arrigo Fiammingo’s glass; 1, 2, and 3 are
the sections of the glass first examined
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Fig. 3 Temperature distribution with direct and diffused sun-
light (situation A): (&) without external protective glass;  (b) with
external protective glass and natural ventilation of the inner
space; (c) with external protective glass and forced ventilation

of the inner space.
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Fig. 4 Temperature distribution with only diffused sunlight
(situation B): (a) without external protective glass;  (b) with ex-
ternal protective glass and natural ventilation of the inner
space; (c) with external protective glass and forced ventilation
of the inner space.
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Fig. 9 Von Mises’ stress trends on the glass in the situations
(A) and (B), with protective glass and forced ventilation in the
internal space.

tained:t=0.03, r=0.10; the corresponding absorption coefficient
is a=0.87. The coefficients of transparency and reflection for vis-
ible radiation wer¢=0.01, r=0.10, anda=0.89. The protection
glass has values=0.81, r=0.10, anda=0.09; the coefficients
of transparency and reflection for visible radiation were
=0.83, r=0.10, anda=0.07.
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3 Thermal and Mechanical Properties of Different N(1— ) X
Glasses AT=n T} Voy @

_The following thermal and mechanical properties of glass Witfipe AT values for different glass thickness are reported in Table
different composition were employed in the calculation softwaréa; they vary roughly in the range 35—180°C, for glass with differ-
ANSYS 5.3, to predict the fissures and the fiber cracks on Arrigeht chemical composition and with thickness between 3 and 13
Fiammingo’s window and to verify the actual fissures. In the finghm Glass behaves like an elastic solid under transition tempera-
assessments, it must be considered that the final parameters foypgs: anywhere above this it becomes viscous. Its behavior in the
relate to new glass, whereas the artistic window was producggss transition interval is viscous-elastic. Therefore glass will not
with different techniques many years ago. Its chemicgiccept plastic or elastic-plastic deformation, but ruptures just as
composition—analyzed during the recent restoration processspon as it reaches its linear elastic limit. Glass follows Hooke's
revealed that it cannot be compared to a particular kind of glasgw and its modulus of elasticity depends on its composition, as
so data relating to silica glasses are considgrédThecoefficient reported in Table 3. The compressive resistance in glass is very
of linear thermal dilation « of glass varies according to the good; traction resistance can't practically be measured due to
chemical composition; it is about 16—10 6°C (see Table 1).  micro-fissures which occur in the production phase. Rupture pro-

The thermal conductivity of glassloes not vary much with ceeds continuously once it is triggered, since it doesn’t find propa-
temperaturgbetween 0 and 100°Gnd composition. Some val- gation obstacles, as in critical materidfsagility). The kind of
ues are reported in Table 1, but, on average, it is roughly Ondicro-fissures is purely random, therefore a sole value for me-
W/m°C. Thespecific heat of the glasomposed of more than 60 chanical resistance doesn't exist. So statistical measures are used
percent of silica does not depend on the composition and is ap-describe resistance distribution for a certain type of glass and
proximately 0.820.1 kJ/kg°C at 25°C to 1.1+0.1 kJ/kg°C atWeibull's statistic distribution is used:
500°C. Since glass is a fragile material and a poor conductor of m
heat, it doesn’t withstand temperature variations. The temperature P=1-exg—(alao)"], @)
differenceAT to which the object can be subjected rapidly withwhereP is the probability of rupture corresponding to the applied
out suffering damage is callegsistance to rapid temperature stresso, o, is a scalar parameter, amd is Weibull's modulus.
variations (thermal shock[8]). It depends on the thermal andTable 4 reports the safe loatssessed with numerous triafkat
mechanical properties of the materi@taction resistance, Pois- different sized and thick sheets can withstand, with a safety factor
son’s ratio, linear thermal dilation coefficient, Young's modulusof 2.5; they vary roughly in the range of 2—44 N/rhior thick-
thermal conductivity, density and specific heat ness between 3 and 12 mm and sheets with different sizes.

4 Temperature Distribution on the Artistic Glass

The assessment of the thermal strain and stress depends on the
temperature distribution of the surface of the artistic glass; it is

Table 1 Thermal properties of glass with different composi- due to the microclimate and sunlight conditions. Some situations
tions versus temperature 8] must be chosen in which thermal stress is more significant, so to
Glass o, o A (WimC) attain the most critical events for glass strain and stress. To this
: ”‘25;/(')':)) ey (;’1302 Jg‘izsc aim, the temperature distribution is evaluated in the most critical
Silica glass . X A . . .
Sodium-Calcium glass | 2510 92 0.100 0.112 situations, all concerning the month of Julsee alsg6]). July
Boron-Silica glass 2230 33 0.112 0.129 was chosen because it is characterized by the highest temperatures
Lead glass 2860 89 0.083 0.096 H H H H H
AamminiuenSilica glass | 2520 b 0137 0179 of the year and the section of the glass irradiated by sunlight is at

its peak. In particular, there are four hours of sunlight in the morn-
ing and one in the afternoon; in the remaining part of the day the

Table 2 Resistance to rapid temperature variations for flat glass is in the shade. So two situations were chosen for sunlight

glass sheets for different composition and thickness L8] (total and only diffused sunlight The values for sunlight are re-
Glass T 0AOTO6(; L2 R ported in Table 5.
Sodium-Calcium glass 60 50 35 The examined situations are:
Boron-Silica glass 180 150 100
Lead glass 65 50 35
Aluminium-Silica glass 135 115 5

Table 5 Hourly values of direct and diffused sunlight on the
glass surface (W/m?) referred to the month of July  [4]

Ta_ble 3 Young's Modulus E, tangent modulus G and Poisson’s Hour Direct Diffused Total
ratio_p for some glasses [8] radiation radiation radiation
Glass E (GPa) G (Gpa) H (W /mZ) (W /mZ) (W /mZ)
Silica gl 73 31 0.16
s:)éciifx-acs;cium glass 72 29 025 5 49.7 9.3 59.0
Boron-Silica glass 64 27 020 6 202.9 30.8 233.7
Lead gl 61 25 021
Alaminiuan-Silica glass 88 35 0.25 7 284.5 52.3 336.8
8 314.6 72.2 386.8
. 2 ) 9 - 89.1 89.1
Table 4 Safe loads in N /mm?, which can bear on glass sheets 70 R 101.9 701.9
of different dimensions and thickness [8] 11 - 109'9 109'9
Glass sheet Glass sheet_thick,
imensio ee(m) 0.003 m a.og;snf R ;;;som 0.012m 12 - 112.6 112.6
1,83 x 1,83 14.6 21.0 298 13.9 13 - 109.9 109.9
1,12x 3,05 132 19.0 273 39.5
1.83 i 2,43 1.7 156 24 332 14 - 101.9 101.9
1,83 x3,05 8.8 127 18.1 26.4 15 - 89.1 89.1
2,43 x 3,05 5.9 9.3 13.7 20.0 16 - 722 72.2
, . 9 3.8 13.2 19.0
égg : 3‘,32 2.3 73 10.7 16.1 17 - 52.3 52.3
2,43 x 4,27 49 6.8 9.8 14.2 18 - 30.8 30.8
. K . 8 0.
AOSx6L >4 3 5 ey 19 153 9.3 24.6
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A. direct and diffused sunlight on half of the artistic glass antlue, red, and purple tesserae, with a higher absorption coefficient.
only diffused sunlight on the other half, in the three followinglThe maximum temperatures range from 47°C when the protective
conditions: glass is not installedFig. 3(a))to 43°C with the protective glass

. . and natural ventilation in the inner spaéég. 3(b)), to 40°C with
* external protective glass not installed .. the protective glass and forced ventilation in the inner spBite
» external protective glass installed, with natural ventilation iB(c)). The minimum temperatures are found near the masonry and

the internal space betweeln the glasges .. .are around 21°C, so temperatures variations on the glass surface
* external protective glass installed with forced ventilation ifange, in the three conditions, from 26 to 19°C.
the internal space between the glasses Figure 4 concerns situatidB; it shows that temperature distri-

tion depends only on the different colors of the tesserae, with
igher temperatures in the darker colors of the glésgher ab-
rption coefficients The maximumT value varies from 31, to
% , and to 28°C in the three mentioned conditions, with variations
on the glass surface between 10 and 7°C.
dOn the bases of the temperature distribution on the situ#tjon

The most critical situations for the glass have been include responding to the most critical conditions for the alass. the
among the examined ones. The ANSYS 5.3 software, based giresp 9 ) 9 !
2rain and the stress were assessed; for sake of completeness,

finite elements, has been used for calculations. Hypotheses abq . 3

- ; . stress and strain were calculated on the situaiidoo.
finite elements of the system are describefbih The geometrical
model was first built, composed of a net of rectangular elements . .
(finite elements, see Fig).2The nodes of the net were matched a8  Strain Analysis

much as possible with the central points of the elements, so t0An analysis of strain was performed considering the external
distinguish the behavior of the glass with different colors angrotective glass and forced ventilation in the inner space, installed
different absorption coefficients. The arched top of the windowfter restoration. Calculating the two extreme situatitthis one
was left out of the analysis because the glass is in light color agéld the one without protective glasa maximum difference was
the absorption coefficients are 10\8]; so low temperatures and detected for strain of 0.00&m. So it was thought more suitable to
dilatations are expected. consider the present situation, with external protective glass and
The temperature variation between the nodes is considered fiorced ventilation in the inner space, considering both situattons
ear; internal heating in each element is considered, equal to #®dB, to which the window is really subjected during the month
absorbed solar enerdgs a function of the absorption coefficientof July.
of the colored glass). The solar radiation absorption properties ofThe lead pieces that surround the glass tesserae create discon-
the colored glasses used in this work have been measured bynaities on the surface, because they have different thermal prop-
spectrophotometer in a previous wdsk|. erties from the glass, so they behave differently when temperature
A heat exchange between the nodes and the internal and exteries. First, instead of analyzing the whole glass, three sections
nal air is considered, so two grids are built: their points are renly were examinedFig. 2). The first(1) has some colors that
spectively over an internal and an external plane parallel to thentains lead pieces; the secof@l and the third(3) are respec-
glass. In the nodes of the two grids, hypotheses on air temperattively blue and yellowm(maximum and minimum absorption coef-
have been made: ficient values), don'’t contain lead pieces and lead only surrounds
. . the section.
* internal air:T=constant=T , Each section of the glass chosen was divided in finite squared
+ external air: with protective glass=constant=T; without  gjements, considering the two different materials, glass and lead,
protective glass =constant for nodes at the same heidht; 5nq their different propertie&Fig. 5). There aren't appreciable
increases from down to bottom with linear lomaximum giscontinuities between the dilation of glass and lead; regits
growth equal to 2°C 6) show that they differ slightly even in the most critical areas. So
Discretization through the thickness was not considered pkcould be hypothesized that the two materials do not interact that

cause it is about 3 mm, so the glass dilatations in the thicknd8&ich: in fact the dilatation coefficients have the same magnitude

directions are negligible. The following environmental parametef@bout 10°°C™*) and the presence of lead has not been consid-
have been assumed: ered in the analysis of the whole glass. The whole glass sheet was

finally examined, neglecting the presence of lead and considering

+ adduction coefficient between air and artistic glass equal fee window made up of only one material, the glass. Figa) 7

23.2 W/nt°C without protective glass, equal to 8.14 W@  shows the trend of strain in the situatién most of the dilatation

with protective glass and natural ventilation in the inneis in the right hand side of the glass, where the highest tempera-

space, equal to 11.14 WAC with protective glass and tures due to sunrays are present. The maximum dilatation is 0.157

forced ventilation in the inner space pm and it falls in the blue tesserae of the section under total
» temperature around the glass is supposed equal to the walliation.

and to the air inside the Cathedral temperatatsout 21°C in

July).

The following values of the thermophysical and mechanical eve
properties of the glass have been chosen as input data: \j

B. only diffused sunlight over all the glass, in the same thr
conditions.

Cases without the protective glass are particularly significant
they show the microclimatic history of the glass, in this situatio
from its installation in 1565 until 1993.

a=5x10""°C"!
A=0.136 W/m°C
E=73 GPa
G=31 GPa
©n=0.16

The results are shown in Figs. 3 and 4. As seef6ih in the .
situationA, the maximum temperatures are found in the right half section (1) sections (2) and (3)
part of the glass, where there are both direct and diffused radia-
tion; in that section, the highest temperatures are found in the Fig. 5 Finite elements in glass sections (1), (2), (3)
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Fig. 7 Dilatation trends on the artistic glass subjected to di-
rect and diffused sunlight  (situation A) and to only diffused
sunlight (situation B)

Figure 7(b), concerning dilatations in the situatiBn shows
that they depend only on the color of the tesserae which take on
higher values in the darker colors. The maximum dilatation is
about 0.042um, remarkably below those of the previous cébe
scale in Fig. 7(bjs about 2.5 times the one in Fig(aj).

A further verification about the lead influence was performed
once the analysis was finished: a simulation was carried out con-
sidering the glass as if entirely made up of lead; the strain ob-
tained was compared with those considering the window made up
of only glass(see Fig. 8). The differences are negligible in all the
portions of the glass sheétbout a fewum tenths in the worst
conditions), thus confirming that the glass dilatation is not influ-
enced by the surrounding lead.

6 Stress Analysis

Stress analysis was also performed, for the same reasons as in
section 5, only in the conditions with external protective glass and
forced ventilation in the space between the windows. We saw the
maximum temperature variation from portion to portion of the
glass was about 20°C. This value, although high, is lower than the
limit value of the resistance to rupture variations of temperature,
as indicated in Table 2. For glass sheets of 3 mm thickness the
limit value is about 60°C.

The stress distribution that the temperatures induce on the glass
was calculated by means of ANSYS software. The hypothesis is
that the glass has fixed boundaries and it can’t rotate at its edges.
Stress values vary between 0.96 and 1 Nfnimthe situationA
(Fig. 9(a))and between 0.806 and 0.812 N/fim the situatiorB
(Fig. 9(b)). They have been calculated in the different nodes with
Von Mises method.

A comparison between calculated data and allowable stress lim-
its has been carried out; allowable stress limits have been found in
the Literature for glasses with chemical composition similar to the
one of the Arrigo Fiammingo’s window. The allowable stress
value considered for the comparison is 2.4 N/fmaorresponding
to a 3 mm thickness glass, with 3X86.10 m dimensiongsee
Table 4). Artistic window’s thickness is 3 mm, but its dimensions
are about 1.8X7 m, for a surface area smaller than the reference
one. Se we operate under safe acceptable conditions.

Maximum stress values calculated, respectively, 1 and 0.81
N/mn? in the situationsA and B, are both lower than the stress
allowable limit.
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lead is considered. the dashed lines show the dilatation differ-
ences of Fig. 7( a) (when only glass is considered ).

340 : i
330 . : : | 60 nodes |
o 320 ; ‘ : o 184 nodes !
It ° %—9 ] . 345 nod
= 310 1+ | = o noaes
a [-]
300 E’, a E,‘u E*Enna'..aih.ll x 675 nodes
@ '] -
290 : 1 1
0 5 10 15 20 25 30
Node
(a)
0,5
0.3 1~ q ‘ ® 60 nodes |
3z % 85, B8 auSVge aunyaluL N By, o 184nodes
@ 0,1 L i 15 50 75 L] o 345 nodes |
x 675 nodes
-0,3
0,5 ‘
Node
()
1,2 ! .
1.1 . ® 60 nodes
<o 184 nodes
g O lam . O e ® o Xaxo® o ° |
H L0 r¥ues¥8buysulsysyciontisontoin; o 345 nodes
£ 09 i
< \i§75 nodes
08 :
0 5 10 15 20 25 30
Node
(c)

Fig. 10 Numerical accuracy: temperature (&), strain b) and
stress (c) values in 30 significant nodes, with different mesh
refinements.
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7 Numerical Accuracy

In order to evaluate the numerical accuracy of the model, four
different mesh refinements were considered.

1 rectangular elements, with<8.2=60 nodes

2 rectangular elements, with<@3=184 nodes
3 rectangular elements, with ¥23=345 nodes
4 rectangular elements, with ¥85=675 nodes

The temperature, strain and stress values in the different grid re-
finements were calculated and a comparison between the values of
these parameters in 30 significant nodes was carried out.

Fig. 11 Current lesions (dashed lines ) and lesions repaired
with added lead (dotted lines ) during the 1998 restoration and
before
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Results are shown in Fig. &@b,c), where temperature, strainAcknowledgments
and stress values in the 30 grid points chosen are reported, for th . . .
different mesh refinements; the mean difference between mesg0 :ég?;ﬂvg'nsl?ﬁ‘:‘hteoStilpr?l;}gﬂg;fv'\ji?ﬁ l,(AiNVSe\r(]ges”offt(\)/\zatrhee Ec:ef;?ﬁs
and 2 is significant(temperature differences are aborit(0 program.
—30)°C, strain differences are abotit(0.05—0.08)um and stress
differences are about-(0.02—0.04)N/mn?). The mean differ- Nomenclature
ences between mesh refinements 2 and 3 and mesh refinement3= absorption coefficient)
and 4 are of the same entity and are less significant; they could bg = young's modulusGPa)
considered as the numerical accuracy of the model. So the mea) = tangent modulu$GPa)
values of the numerical accuracy are = Weibull's modulus(/)

= dimensional constant in relatidii)

traction resistancéN/mnv)

fracture probability(/)

reflection coefficient/)

The mesh refinement no. 2 is therefore the one chosen for thie = relative humidity(%)

simulation. transparency coefficiergf)

temperaturg°C, K)

= linear thermal dilation coefficien®C ™%, K™%

8 Fissure State ific heatJ/kgK)
= SpecItic nheal
A check at the Cathedral of Perugia was performed in order jor _ roctance o ragid temperature variatiog, K)

detect possible fissures on the surface of Arrigo Fiammingo's, — strain(m, um)
glass. . . . . N = thermal conductivit W/mK)
Many interventions had been carried out during the 1989 resto;, — pgisson ratia/)
ration, when fissures were welded with lead. Strands of lead wer% = density(kg/n?)
inserted to repair and support the fragments of glass tesserae daa-: stress(N/mn?)
aged throughout the yeafthe so-calledadded lead). Figure 11
indicates these interventions with dotted lines; dashed lines sh&wbscripts
the fissures now present on the glass. The actual fissures are in the — ayiernal
area where the strain of the glass is highisse Fig. 7). Therefore, | — internal
even after restoration, the thermal stress could have caused the
glass tesserae rupture, although the stress values are below the
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers.

Foundations of Buoyancy Driven Heat apparently remained overlooked except for the recent Arpaci

[1,2,3]studies. The objective of this study is to propose, in terms

Transfer Correlations of this number, correlations for laminar and turbulent natural con-
vection from a vertical isothermal plate,
Vedat S. Arpaci Nu=f(IIy). (5)
Professor, ASME Fellow Although the existence dfl has never been directly shown,
e-mail: arpaci@umich.edu the integral solution for the laminar natural convection near a
vertical plate given by Squirg4] almost five decades ago,
Shu-Hsin Kao Nu=0.508P¥%20/21+Pry Y4Grt/4, (6)
Mem. ASME can be rearranged in terms of R&rPr to give
Department of Mechanical Engineering, The University of Nu=0.5081%", (7)
Michigan, 2142 G. G. Brown, 2350 Hayward, Ann where
Arbor, MI 48109-2125 Ra
Iv=170952mr 1" ®)
In terms of a dimensionless numbéfy~Ra/(1+Pr~Y), intro- There are empirical correlations, illustrating the dependence of

duced by Arpaci (1986, 1990, 1995) for buoyancy driven flomtu on Pr and Ra, which can be expressed in termE gf For
Ra and Pr respectively being the usual Rayleigh and Prandtkample, Cattofi5] suggests for a vertical cavity
numbers, two well-known correlations (Churchill and Chu, 1975)

0.29
for natural convection next to a vertical isothermal plate are Nu=0 15( P Ra )
i - 1 = 14 T \0.24+Pr
reduced in terms of [, =Ra/(1+0.492Pr ") to Nu 0.671'{ ,
10°<I1,<10°, for the laminar case, and in terms of\hich can be arranged as
M;=Ra/(1+0.164Pr %) to Nu=0.15I%?, 10°<I1;<10"?, for the ”
turbulent case. [DOI: 10.1115/1.1392987 Nu=0.1811; (10)
) ) where
Keywords: Heat Transfer, Microscale, Modeling, Natural Con-
vection, Turbulent I Ra 1)
N

T1+0.2Pr %

Introduction There is computational literatur@ertin and Ozod6]) recog-
nizing the dependence of Benard transition on the Prandtl number.
Dimensional arguments on natural convection lead for he@his fact can readily be demonstrated by noting

transfer, '
lim ITy—Ra,(), (12)
Nu=f(Ra,Pj, ) Pree
Nu, Ra, and Pr respectively being the usual Nusselt, Rayleigh amd explicitly,
Prandtl numbers. The experimental data of the literature fexlPr c
are known correlating with _ ~
Ra=|1+ 5 JRa(x), 13)

Nu=f(Ra), Pel, 2
whereC is a constant.
Recalling the critical Rayleigh number Ra10’ for Pr>1, re-
Nu=f(RaPr), P&1l. (3) cent experimental studiéBejan and Lag¢7], Vitharana and Lyk-
Hdis[S]) dealing with buoyancy driven flows with Rt suggest

and, for Pr<1, with

To date a dimensionless number explicitly depending on Ra an

Pr, Ra.=10°Pr (14)
Ra for the transition from laminar to turbulent heat transfer from
Iy~ 1+pr i’ ) vertical plates subject to an imposed heat flux. This transition can
readily be explained in terms af by letting
Contributed by the Heat Transfer Division for publication in th®URNAL OF Pr
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 9, 2000; (I e=|—= 10° (15)
revision received February 12, 2001. Associate Editor: A. Bejan. 1+Pr '
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which leads to The next section on turbulent convection is devoted to a review on
. thermal microscales of buoyant flows and to microscale founda-
F!:TO(HN)CH 10°Pr. (16)  tions of Eq.(27).

In other recent studies, Arpacl and co-workgdsl0] develop
microscales for pool fires, and in terms of these scales, proposgigpulent Flow
fuel consumption model based dmy which now depends on ) . ) )
flame Rayleigh and Schmidt numbers. Also, Arpaci and Kao Following the usual practlce, let the instantaneous velout_y and
[11,12]develop microscales for thermocapillary flow and rotatinggperature of a rotating turbulent flow be decomposed into a
flow, introduce models in terms of these scales and correlate poral mear(denoted by capital lettersand fluctuationsy;
experimental literature. =U;+u; and #=0 + 6, and assumeJ; and ® be statistically
steady.
For a homogeneous pure shear flow which all averaged
Lami C i quantities except; and ® are independent of position and in
aminar Lonvection which S; and ¢@/dx; are constant), the balance of the mean
Because of its importance to the present study, Squire’s workkimetic energy of velocity fluctuations reduces to
briefly reviewed here following the dimensional arguments of Ar-

paci[1]. Let the momentum balance in terms of inertial, viscous (=Pp) =P+ (=), (28)
and buoyancy forcessayF,, Fy, andFg) be where
Fi+Fy~Fg. 17) Pr=—0iu;0/0, (29)
On dimensional grounds, is the buoyant production,
\Y \Y ——UuS.
Vv ~gpAT (18) P=—uuS; (30)
: is the inertial production, and
S being the thickness of the momentum boundary layéra R
length characterizing the geometry. Also, let the thermal energy €= —2vs;5;; (31)
balance, in terms of enthalpy flow and conductisay Q4 and s the viscous dissipation of turbulent energy, and, the balance of
Qk), be the root mean square of temperature fluctuations reduces to
Qu~Qx- 19) Py=€, (32)
On dimensional grounds, E¢L9) leads to where
6 0 —00
V7,»~aE§. (20) P":_ujea_xj (33)
64 being the thickness of the thermal boundary layer, or is the thermal production, and
. _
a0 40
V~a—. (22) —y—
56 €0 aﬁXj an (34)
Inserting Eq.(21) into Eq. (18), and following the Squire postu- js the thermal dissipation. E(R8) states that the buoyant produc-
late, let tion is partly converted into inertial production and partly into
- viscous dissipation.
5~8,. (22)

) S ) On dimensional grounds, assumirg;~u//" and d0/dx;
This assumption implies a second order effect of the differenceg;/, Egs.(28) and(32) may be written as

betweens and §, for thermal considerations rather than suggest-

ing equal thickness for the two boundary layers. Then, from Egs. Do U_3+ ’ u? (35)
(18), (21), and(22), RS
/ AT and
—(1+ 3)~gﬁ 23)
S\~ vl va 2 )
U——~a—,
on, Y
Sy 1\ s whereu and ¢ respectively denote the rms values of velocity and
—Z |1+ p) RET (24)  temperature fluctuations, is an integral scaley and\, are the
' Taylor scales. Eqs(35) and (36) imply isotropic mechanical
or, and thermal dissipations. Note that the isotropic dissipation is usu-
S ally a good approximation for any turbulent flofWennekes and
g, (25) Lumley[13]).
7 To proceed further, assuming the Squire postulate to be inde-
and pendent of flow conditions and following E(R2), let
/ A~Ny. (37)
Nu~ —~TT%%, (26) o : :
o Then, elimination of velocity between Eq85) and(36) results in

which is identical in form to Eq(7). Also, the recent Arpad(,2] a thermal Taylor scale

model for buoyancy driven turbulent convection leads, after ne- 73 1\ Y8 pa?\ 16

glecting the core effect, to N~/ 1t 5 el P=1 (38)
Nu~TI°. (27)  which may alternatively be written as
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(13 1/6
N~/ 31+ Pr)l’B(P—B) , Pr<1, (39)

10 T T T ooy T

where Eq.(38) explicitly includes the limit for P+ and is con-

venient for fluids with Pe1, and Eq.(39) explicitly includes the

limit for Pr—0 and is convenient for fluids with Bxl. =

Now, consider the localisotropic) behavior of the homoge- -, 10°

neous flow(in a sublayer next to a wall or in a vortex tyksnd let =

all scales(which are no longer distinguishgthe replaced by an
isotropic scaler,. Thus, Eqs(38) and (39) are respectively re-

duced to a thermal Kolmogorov scale for buoyancy driven flow

1\ 14/ 5,2\ 14 .
10 L 1 Il Il L L Il
no~| 1+ Br (’P_ , Pr=1 (40) 10* 10° 102 10" 10° 10" 102 10° 10*
B
; P
or, alternatively, r
3\ 14 Fig. 1 The ratio of II, /Il in terms of Prandtl number
7o~ (1+Pr 1’4( —) . Pr=1. (41)
\Ps

To date the relation between the small scales of turbulence and 10t
the scales used in the correlation of natural and forced convect
data appears to remain unnoticed. To demonstrate this relati Eq. (60)
return to one of the foregoing scales, say Ef) and assume, on 10° ¢
dimensional grounds,

Transitions

Py~gubl0,. 42 _ @ 1
Let ®, be the temperature of the isothermal ambient. Noting
10 |
0,'=8 (43)
B being the coefficient of thermal expansion, rearrange£2j.as 10° Eq. (58) 4
Pg~guBo (44)
or, with the isotropic velocity obtained from E€B6), s e e o o o
u~aln, u
as Fig. 2 Nusselt number in terms of I,
Ps~gaBoln,. (45)
Insertion of Eg. (45) into Eg. (41) yields, after some 10* < w v
rearrangement,
1\ M3 o | 113
~ 1+ = — .
s (1 Pr) (9,80) (46) 10° | Transitions
Further, assuming the buoyant sublayer to control heat transfer, 5 Pr=100
z Pr=0.01  pry Eg. (60)
0~AT (47) Pr=0.1
AT being the imposed temperature difference between the w 0 E
and ambient. Thus, Eq46) becomes, in terms of E@47),
1\Y3 pe \ 1B E
q. (58)
7]0"’ 1+_) (—) (48) 10! i 1 L L 1
Pr gﬂAT 10° 107 108 10° 10%° 10" 1012
or, in terms of a characteristic scale for geometty, I
T
79 qp-ve (49) . .
7 N Fig. 3 Nusselt number in terms of 111
or,
/ 1/3 i
Nu~—~TIy°. (50) A Correlation
Mo

) In terms of a mathematical curve best fitted to the extensive
In summary, the smallor micro) scales of turbulence are alSOgxperimental data accumulated over a period of five decades on

the fundamental scales characterizing the heat transfer in bug¥yyral convection next to a vertical plate, Churchill and ¢

ancy driven flows. The apparent difference in these scales, ggposed the following correlation for the laminar regime of iso-

demonstrated by the thermal scales proposed in this sectigfarmal, vertical plates,

comes from the fact that the turbulence scale given by(&gj.is

in terms of the buoyanfproduction of)energy while the equiva- 0.670R&*

lent heat transfer scale given by Hg8) is in terms of buoyancy Nu=0.68 "1+ (0.492/PTy T 7" (51)

(force). The next section is devoted to a heat transfer model for '

buoyancy-driven flows to be based on the scale given by43). and one for both the laminar and turbulent regimes,
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0 387Ré’6 [10] Arpaci, V. S., and Selamet, A., 1991, “Microscales of Buoyancy Driven Tur-
. ?/16] T (52) bulent Diffusion Flames,” Combust. Flam@6, pp. 203-215.
[1+(0.492/Pr ’

[11] Arpact, V. S., and Kao, S.-H., 1997, “Microscales of Turbulent Rotating
For both correlations, they empirically introduced a pseligoin [12] Arpact, V. S., and Kao, S.-H., 1998, “Thermocapillary Driven Turbulent Heat

Nu*?=0.825+
Flows,” Int. J. Heat Mass Transf40, pp. 3819-3826.

the form of Transfer” ASME J. Heat Transfef,20, pp. 214-219.
[13] Tennekes, H., and Lumley, J. L., 197&,First Course in TurbulenceMIT
Rd" Press, Cambridge, MA.
’g:—sn, (53) [14] Churchill, S. W., and Chu, H. H. S., 1975, “Correlating Equations for Laminar
[1+(C/PN7] and Turbulent Free Convection from a Vertical Plate,” Int. J. Heat Mass
or Transf.,18, pp. 1323-1329.

[15] Le Fevre, E. J., 1956, “Laminar Free Convection from a Vertical Plane Sur-
face,” Proc. 9th Int. Congress on Applied Mechani@sussels4, p. 168.

M= Ra 54 [16] McDonald, J. S., and Connolly, T. J., 1960, “Investigation of Natural Convec-
€T [1+(C/PpS]Vm (64) tion Heat Transfer in Liquid Sodium,” Nucl. Sci. Eng, pp. 369-377.

which, in terms of three exponents relatedrby- nX s to satisfy
Pr—0 limit, admittedly provides flexibility for a best mathemati-
cal fit to the experimental data. Note that

I_ l_ Constructal Placement of High-
atHe v and - imTle= Ty ®5) Conductivity Inserts in a Slab:

andIl. somewhat deviates frofil only in the interval 0.01<Pr Optimal Design of “Roughness”
<100 (Fig. 1). Furthermorell¢ is not only empirical but also
more complex in form thadly which is justified on physical .
grounds. M. Neagu and A. Bejan

Following the dimensional arguments, a heat transfer correlBepartment of Mechanical Engineering and Materials

tion satisfying both Pr-0 and Pr—«limits (Le Fevre[15]) for Science, Box 90300, Duke University, Durham,
laminar natural convection is shown, in terms of NC 27708-0300

Ra
N =1T6202prT (56)
to be This paper addresses the fundamental problem of how to facilitate
the flow of heat across a conducting slab heated from one side.
Nu=0.68+0.670I}, II,<1C", (57) Available for distribution through the system is a small amount of
high-conductivity material. The constructal method consists of op-
and timizing geometrically the distribution of the high-conductivity
Nu=0.6701'ﬁ’4, 1P<IT, <10, (58) material through the material of lower conductivity. Two-
o ] dimensional distributions (plate inserts) and three-dimensional
and for turbulent convection is shown, in terms of distributions (pin inserts) are optimized based on the numerical
Ra simulation of heat conduction in a large number of possible con-
HT:W' (59) figurations. Results are presented for the external and internal
) features of the optimized architectures: spacings between inserts,
to be penetration distances, tapered inserts and constant-thickness in-
_ s ) serts. The use of optimized pin inserts leads consistently to lower
Nu—O.lSOH} . 10<I;=<10%, (60) global thermal resistances than the use of plate inserts. The side

satisfying Pr—0.024McDonald and Connollyf16]) and Pr—c Of the slab that is connected to the high-conductivity intrusions is
(Churchill and Chy14]). Egs.(57), (58), and(60) are plotted in N effect a “rough” surface. Th|§ paper show§ .that the architecture
Figs. 2 and 3 in terms dif, andII;, respectively. As can be seenof a rough surface can be optimized for minimum global contact
from these figures, transitions happen at diffeddgtfor different ~resistance. Roughness can be designed.

fluids. This feature can be clearly explained in termdlgfand [DOl: 10.1115/1.1392988

IT+, respectively, characterizing the laminar and turbulent flows.

Keywords: Contact Resistance, Heat Transfer, Interface, Packag-

ing, Roughness, Constructal Design
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erated heat and to channel it with minimum resistance to the heat
sink.

The optimization was geometric. It consisted of choosing the
best thicknesses, shapes and positions for the high-conductivity |
inserts. This work was done at several volume scales, starting with
the smallest(elemental volume and proceeding toward larger .
scales(assemblies, construgisAt the end of this optimization L
procedure the inserts formed a tree network in which every single X L.
geometric feature was a result of the invoked design principle. I ———| ymeensiat

Subsequent extensions of constructal theory showed that tree
networks also emerge after minimizing the resistance to fluid flow
between a volume and poifit,2]. Analogous trees were derived .
for minimum travel time and minimum cost between an area and * * * * * * * i * *q
one point, offering in this way a theoretical basis for the occur- y=L »

rence of urban structure and economics and transportation net-
works. The implications of this principle to the physics of tree
7Z

terial could be used in the form of thin inserts to collect the gen- q“i * * * * * * * *
I

D(y)

networks in physiology(e.g., lungs, vascularized tissjiegeo-
physics(e.g., river basins, deltas, lightningapid solidification
and social organization are summarized in a new Hddk

In this paper we return to the original engineering focus of the K,
constructal method, which was the optimization of architecture. VT
The engineering contribution of the method is to show that it is
possible to arrive at the main features of the optimized architec-
ture in a few steps of geometric optimization and organization
(assembly, constructiopnRefinements of the optimized architec-
ture can be pursued subsequently, for example, via numerical
simulations of the flow in many configurations that differ only
slightly from each othef9]. 1

In the present paper we address a new fundamental problem of 0 x
geometric optimization, which departs from the tree network
problem in two significant respects. First, the given volume is
heated on one of its surface;, not volumetrlce(.tbyg., Fig. 1). Fig. 1 Two-dimensional inserts of high conductivity for cool-
Second, the role of heat sink is played by an entire surface, notipg a body heated from the side
a point-size heat sink. Once again, the challenge is to determine
the optimal spatial distribution of the given high-conductivity ma-
terial through the given volume. . . . ” .

With reference to Fig. 1, the objective is to minimize the globd} M2y be viewed as a “rough” surface. In this paper we show that
thermal resistancel(,.,,— To)/q", whereT . is the peak tempera- :nﬁn?rggggcct?:Zsci)sftzt;?:erc’llj?%rllj s#rr]fg‘gs Cc;a:]n bt;e d%gti'r?]'égd for mini-
ture (hot spot)that occurs along the top boundary heatedgby ' 9 gned.

The distribution of temperature on this boundary depends on the

shape and distribution of the high-conductivitk,f inserts 2 Plate Inserts

through the low-conductivityKy) medium. The resistancel Consider a two-dimensional body of thickndsand low ther-
—To)d" is global because it belongs to the entire constriGtax  mal conductivityk,. One side is heated with uniform heat flux
depends on the architecture of the construct. The exact locationgf) and the other side is cooled isothermally to the temperature
Tinaxis not the issue. The constraint is that the leUigh, must not T/ "The reference design is the one where no high-conductivity
be exceeded by the temperature anywhere inside the system. GREerts are used. In this case the isotherms are planes parallel to
straints of this kind rule the thermal design of electronic comp@ne two sides of the body, and the “hot spot” is the entire surface
nents and packages. The constraint analogoUs,Qin the opti- {hat receives the heat flug’. The uniform temperature of the

mization of the architecture of mechanical supports is thgsper surfaceT,,,,) is related to the other parameters through the
maximum allowable stresl]. Global objective functions are a gqyrier law

characteristic of constructal design and optimizafibh q"L

The global character of 5 and the associated thermal resis- Tma=Tot k_o @
tance is important especially on the background provided by the ) . o
classical approach to the thermal resistance across irregulabVhen inserts of high-conductivitiy, are present, the conduc-
boundaries between two bodiéermal contact resistancerhe tion of heat is no longer unidirectional, and the hot spots are
configuration of Fig. 1 may be viewed as the thermal contaépncentrated at discrete points on the uppeated)surface. This
between the body of conductivity, and the irregular boundary Situation is illustrated in Fig. 1, wherg the hot spots are the inter-
formed by theT, base and the,-protuberances. The classicalsections of t_he planes o_f symmetry with the upper surface. In Fig.
approach is to characterize the contact resistance in terms of &€ two-dimensional inserts are assumed to have the ldngth
constanttemperature differengdvy which the linear temperature @nd the tapered profile |
distribution is displaced at distancgg sufficiently far above the D(y)=c(L=y)" @
To plane[10-12. The linear temperature distribution drives therhe unspecified exponemt accounts for the variable shape of
heat fluxg”. This classical formulation has no place here, becaus@ch insert. The leading factomccounts for the specified volume
the system is as largé) as the protuberances. There is nothingraction occupied by inserts. IH is the spacing between two
above they=L plane. The temperaturéy,,, which occurs in inserts, the volume fraction df, material is given by
some places along=L, is truly the highest temperature experi-

NS
=
[
2
|
e}

enced by the system. _ 0
The T, base and the high-conductivity protrusions installed on ¢ H(n+1) (constant, (3)
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where Dy is the thickness of the insert in its base plag, q
—cL"= g(n+L)H, AEBEREEEEEEER;
To calculate the hot-spot temperatufg,,, we simulated nu-
merically the steady-state conduction in the entire domain, and
repeated the simulations for many different geometries. The lower
part of Fig. 1 shows that the two-dimensional conduction domain L
is divided into two regions, according to the thermal conductivi-
tiesky andk, . The conduction in the entire domain is ruled by the
energy conservation equation
(72T aZT ) LT = constant
w2t y2 =0 4) 0
subject to the appropriate boundary conditions for khesubdo-
main, namely,T=T, at y=0, dT/dy=—q"/k, aty=L, dT/ox 1 ‘

lo

=0 atx=H/2, and the boundary conditions for th@subdomain,
namely,dT/dy=—q"/k, aty=L, anddT/9x=0 atx=0. Sym-
metry allows us to simulate heat conduction only in half of the (T, <
domain allotted to a single insert=(x<<H/2. The continuity of ] S
heat flux through the interface between thg and k,, regions
requiresk,(dT/dm),— o)~ =Ko(dT/dM) 4= (pj2)+, Wheremis the 0.5
direction normal to the interface between #jgandk, regions.

The nondimensional version of this problem statement is based
on usingL as length scale, angl’L/k, as temperature difference
scale, cf. Eq.(1). The dimensionless variables are,y(,H) !

=(x,y,H)/L and T=(T—-Ty)/[(q"L)/kg]. The dimensionless
counterparts of the boundary conditions are not shown. In particu- 0 +—rp . :
lar, the continuity of flux at thek,—k interface revealsk 0.01 0.1 1
=k, /Ky as a dimensionless group that characterizes the combina- E

tion of two conductive materials. The objective of the numericglig. 2 constant-thickness plate inserts that penetrate partially

! (P

T T T T T

work is to calculate the hot spot temperature, the heated body, and the smallest dimensions cutoff: the mini-
_ T T mized global resistance can be reduced by making the plate
T _max 0 (5) inserts sufficiently slender.
max q”l—/ko

and to minimize it. The valud =1 corresponds to the refer- _
ence case where the inserts are absent,(Bg.The inserts and sistanceT ,, approaches 1, in accordance with E€s. and (5).
their optimal placement will bring the value of,,, below 1. The optimization was repeated for many combinations,ofp,

The conduction problem defined in the lower part of Fig. 1 wagnd D/P, and for each combination we located the resistance
solved using a finite elements packdd@]. We made this choice myinimum, i.€.,Hopr aNd T e min-
because we needed a reliable and flexible solver capable of rapiehe second Stpep of the geometric optimization is presented in
simulations in many different geometric configurations. The cod@e |ower part of Fig. 2. The global resistance minimized with
used quadrilateral elements with 9 nodes, and boundary ?'em%§pect to the spacing is now plotted versus the second free pa-
with 3 nodes. The solver used the Newton-Raphson iteratiygmeter,D/P. The resistance does not exhibit a minimum with

method and a grid with 200 nodes in each directi@y]. The regpect taD/P. Instead, it decreases as the plate profile becomes
grid was nonuniform and curvilinear, and was fitted smoothly tg,gre slender, and in the limi2/P— 0 it reaches its lowest value.

the boundary of the h|gh-con(j_UGCtIVIty Insert. _T3he CONVETIENChis limiting T yax min Value corresponds to the effective resistance

criteria were| (T;—T;_;)/T;[<10"" and|[R,[|<10™%, wherei, R,  5f 5 “laminated” composite in which very thik, plates alternate

and ||| are the iteration number, residual vector and Euclideggity even thinneik, plates, and where the heat transfer is unidi-

”O_T_rr?- first ic feature investinated the <h . re@tional (along the plates). It can be shown that the effective

€ irst geometyic feature investigated was e shape ol €a&llisiance in this limit isT* =[1+ ¢(k—1)] . The opposite

plate Insert, which IS descrlbec_i by exponenEq.(Z)_. We varied .limit corresponds to wide hig%-co(r?c(iuctiv?t]y ﬁlate@%g‘)) at-

nin a1W|de rr]ange of.lrr:selzt proflles, f;omljha\p;\(/es fW'thJOEnd(ad thgched to the cold surfacel {). The effective resistance of this

n<1) to shapes with sharp tips . We found that de- g :

(. ) ) P . p tipe1) [14] ) composite is comparable to that of a two-layer sandwichiK)

signs with rounded tips are better, and tig}, reaches its lowest janted perpendicularly to the heat current.

value in the limitn— 0. This limit represents the plate profile with ¢ practical interest is th®/P<1 range, where the minimized

constant thickness. _ _ . resistance can be decreased further by making inserts and inter-
This is why in the remainder of the work on two-dimensionalices of progressively smaller dimensions. Diminishing returns

inserts we seb = constant. Figure 2 shows this choice, and a neWe reached in this direction, and this brings up the engineering
feature in the design: the constant-thickness inserts penetrate 48igjgn question: What small dimensions are small enough? A

body only partially. Their relative length/L, or slenderness ratio smilar “cutoff” question established the smallest scédemental
D/P, is an additional degree of freedom in the design. The othgs|yme)in the earlier work on heat networké—3].

degree of freedom is the relative spacidg=H/L. The volume In Fig. 2 we see that the minimized resistance is within 10

fraction of high-conductivity material continues to be a constrainpercent of the lowest possible value when the slenderness ratio

¢=DP/(HL). . . has the valueld/P)*. This ratio and the corresponding optimized
We found numerically{14] that the global resistance can bgios (P/L)* and H/L)%, [or ﬁ;pt] are reported in Fig. 3 as

minimized with respect to the spacitig, or the density of plate ntions of the composite material parametgrand k. These
inserts, when the material&,) and the plate slenderness raticcalculations show that the plate inserts must be more slender as
(D/P) are fixed. When the distribution is spargdds 1) the re- the volume fraction¢ decreases, and as the conductivity of the
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Fig. 4 Cylindrical model for the three-dimensional conduction
¢ around pin-shaped inserts of high thermal conductivity.

Fig. 3 Top: The smallest robustness ratio for plate inserts.
Middle: The relative penetration length of plate inserts. Bottom:
The relative spacing between plate inserts. D(z,

= Heen+D) ©)

. . . . . and controls the size of the base diameter of the Pigs=cL"
insert increases. The penetration depth of each insert Increases. g 4 on+1)]¥2 The computational domain was divided into

k increases. The spacings decrease ascreases, however, the two regions according to the presence of kgeandk, materials.

effect of the volume fractiorp is considerably weaker. The equation for steady state conduction
PT 19T 0T
3 Pin Inserts WJFFWJF(?_)/Z:O 7)

A general trend in the geometric optimization of paths for hegf. . subjected to the boundary conditions for the region,
and other flows is that the global resistance decreases when t ?nely T=T, at y=0, and dT/ay=—q'lk, at y=L, and
high-conductivity channels are distributed “more uniformly"é,-l-/ar :’0 at rO=H/2 an’d the conditions aro(l)md thhe, région
through the given volume. When this is done, the complexity of elVT=T. at =’O JT/av=—a"/k. at =L andaT/o’fr:O’
the structure constituted by these channels increases. We pursgtﬁ ';11: g Theocon)éitio’n for ¥he c?)ntir?uityyof heat flux at the

this direction in the present study, and, instead of the two- - : . .
dimensional flow pattern of Fig. 1, we considered the three_-D(Z,)/2 interface between the two refglons. reveals again the di-
dimensional configuration shown in Fig. 4. The temperature fie[gensionless parametkr=k, /k,. The dimensionless formulation

is three-dimensional because the inserts of high-conductivity nfél- the three-dimensional conduction problem was based on the
terial are shaped as pins. The other features of the CO”d”Ct@\ﬂgzrﬁlZﬁ?eﬁgov\v/grgﬁ)é l—gfngr;i' irr]lut?grémcrglc:andei%oge?:ggn
f:eodml?rﬂﬁltﬁogv_'-ro’ko’kp 'L.¢) are the same as in the system stud? The effect of the pin shap@) is documented by Neadu4].

It is easier to study numerically a single insert than an enti@1e limit n<1 is beneficial from the point of view of minimizing
population of inserts. This is why we adopted the simplifyin e global resistance. The rest of the nu'merlcal WO(k was devoted
model shown in the lower-left part of Fig. 4. If the spacing bel© Pins of constant diametéD) and partial penetration distance
tween adjacent inserts i4, and if the inserts are arranged in aF)» @ shown in the Io_wer-rlgzht parg of Fig. 4. In this geometry
regular array(squares, equilateral triang)eshen the temperature the Kp-volume fraction is¢=D<P/(H"L). The geometry of the
field around a single insert is approximated adequately by the figgmental cylinder model has two degrees of freedom, the external
calculated inside a cylinder of diametdr with the insert on its aspect ratioH=H/L, and the internal ratid/P, or P/L. The
axis. The cylindrical surface is adiabatic. In the array with mangiobal resistance has a minimum with respecHtcas shown by
inserts the hot spots are expected to occur irnythé. plane inthe Neagu[14]. This minimum H gy, Tmaxmin Was identified and
small “islands” located the farthest from the inserts. In the singlstored in all subsequent calculations.
cylinder model the hot-spot temperature is approximated by thethe effect of the internal rati®/P on Ty minis qualitatively
temperature of the rim of diametét situated in they=L plane. e same as in Fig. 2. For each case we constructed the equivalent

The numerical work proceeded in the same steps as in Sectign.. . % =
2, therefore in this section we highlight only the results and thogrhg‘ 2, and based on convention we choBR)” andT* as

features that are due specifically to the three-dimensionality of tHee POINt WhereT ma, minis within 10 percent of its lowest value.
flow [14]. First, we examined the effect of the pin profile, which ig he remaining graphs of Fig. 5 report as functionk @nd ¢ the
controlled by the exponemtin the power-law shape, ER). The geometrical features that allows the design to reach this level of
volume fraction occupied b, material is fixed, performance. The robustness rat@/P)* decreases almost pro-
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Fig. 5 Top: The smallest robustness ratio for pin inserts.
Middle: The relative penetration length of pin inserts. Bottom:
The minimized global thermal resistance of systems with opti-
mized plates and pins inserts, using the same amounts and

types of conducting materials (IZ,¢).

o
Tinax, min

— — plates
—— pins

0.14—10* === =

0.01 0.1 1

Fig. 6 The minimized global thermal resistance of systems
with optimized plates and pins inserts, using the same

amounts and types of conducting materials (:2,¢)

pursued geometrically, in space. The very architecture of the
system—its geometric forrtshapes, structure-is the visualiza-
tion of the optimization principle.

Simple optimization results of the type developed in this paper
can provide orientation to the designer, at an early stage. For
example, the choice between two-dimensional and three-
dimensional inserts for the same amount of high-conductivity ma-
terial can be made on the basis of which geometry yields the
largest reduction in global thermal resistance. The unavoidable
tradeoff between further reductions and increasing manufacturing
difficulties must also be considered. In the present case, the use of
optimized pin inserts leads to consistently smaller global resis-
tances, as shown by the plates vs. pins comparison presented in
Fig. 6.

portionally with ¢. Remarkable is that the effect Tfis insignifi-

cant, unlike in the corresponding set of results for plate inser@cknowledgment

Comparing Figs. 3 and 5 we see that pin inserts have considerablyrhis work was supported by a grant from the National Science
larger (D/P)* ratios than plate inserts for the same compositeoundation.

material K, ¢).
An alternate presentation of the internal aspect ratio is the rela-

tive penetration distance shown in Fig.(Biddle). This can be Nomenclature

compared with the earlier chart for plate insdfgy. 3)to see that

the penetration length of pin inserts is larger than for plate inserts.
When ¢ is of order 1 or smaller, theR/L)* ratio of pin insertsis  p
nearly equal to 1, meaning that the inserts extend almost com-p

pletely across the system. Ko
The external aspect ratidg, [or (H/L)g,] that corresponds to  k,

the 10-percent cutoff design of Fig.(fop) is reported in Fig. 5 K
(bottom). Once again, the effect of the conductivity ratio is insig- |

nificant. The slenderness ratibI(L)j;pt is proportional to roughly n
¢ when ¢ becomes sufficiently small. Comparing Figs(dot- P
tom) and 3(bottom)we see that the optimal distance between pin g”
inserts is three or four times smaller than for plate inserts. r
-

4 Conclusions Tmax
To

The main conclusion of this work is that it is possible to dis-
tribute optimally in space a finite amount of high conductivity
material, for the purpose of facilitating the flow of heat across a
conducting body heated from the sideigs. 1 and 4). The opti-

y

factor

insert thickness, m

thickness at the base of the insert, m
spacing between inserts, m

low thermal conductivity, W m*K !
high thermal conductivity, W m*K !
conductivity ratio,k, /Kq

thickness of conducting system, m
exponent

insert penetration length, m
imposed heat flux, WP K1

radial position, m

temperature, K

hot-spot temperature, K

lowest temperature, K

= transversal position, m

longitudinal insert position, m

= longitudinal insert position, m

mization is geometric and involves external and internal featurégreek Symbol
spacings between inserts, penetration distances, two-dimensionaly = volume fraction of high-conductivity material

and three-dimensional arrangements, and shapes of iriserts
stant thickness or taperedlhis conclusion reinforces the main

Superscripts

point of the constructal method of optimizing the access to flow(~) = dimensionless notation, Egd1, 12)
subject to global and local constraints: the optimization can bé)* = dimension at the cutoff, Figs. 5 and 12
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Subscripts 1 Introduction

max = maximum Analytical solutions of constant coefficient heat conduction
min = minimum equations played a key role in the early development of heat con-
opt = optimum duction. However, when thermal conductivity, density and specific

f heat are taken into account as functions of temperature, the gov-
References erning equations are nonlinear. It is difficult to find analytical
[1] Bejan, A., 2000Shape and Structure, from Engineering to Napambridge  solutions to such problems. The common Kirchhoff’s transforma-
(2] LBJQJ_';?S:V ig%?SAg\?;ggggéh;Eéering Thermodynarigad ed. chap. 13 tion [1] is unable to completely simplify the unsteady nonlinear
John Wiley and Sons, New York. * equations with thermal diffusivity being function of temperature
[3] Bejan, A., 1997, “Constructal-Theory Network of Conducting Paths for Cool@s mentioned by @sik [2]. Agcordlng t(_) _the kn0\_/vledge Of the
ing a Heat Generating Volume,” Int. J. Heat Mass Tran40, pp. 799-816. authors, perhaps no algebraically explicit analytical solutions of
(4] Bar‘colhe”'A-' la”d Rohsenow, V‘I’('j\" 193"4vl"T|herma”Y Optimum Spac'”gfotﬁnsteady nonlinear heat conduction have been found in the open
Vertical, Natural Convection Cooled, Parallel Plates,” ASME J. Heat Transfe, . . .
106, pp. 116-123. literature so far. From the viewpoint of theoretical study on un-
[5] Peterson, G. P., and Ortega, A., 1990, “Thermal Control of Electronic Equi;ﬁteaqy heat conduction, it is valuable _tO find out some analytical
ment and Devices,” Adv. Heat Transfed0, pp. 181-314. . solutions. For the same reason, the first aufl3drrecently pro-
(6] 32332 g‘f- ;/:)I'r’ceedogﬂw\?écfib nsh :‘;‘td S'i*n"l‘('g DA.nJe{I’yt%?zill‘" Ag’&“Emj" I;':é’trr‘;";:'vided some algebraically explicit analytical solutions of unsteady
Packag.113 pp. 313-321. ’ nonlinear compressible flow to develop aerodynamics.
[7] Anand, N. K., Kim, S. H., and Fletcher, L. S., 1992, “The Effect of Plate Besides theoretical meaning, analytical solutions can also be
Spacing on Free Convection Between Heated Parallel Plates,” ASME J. Hegpplied to check the accuracy, convergence and effectiveness of
- lfk':ge“sll‘bﬂgh 5&‘2}\3- Hiskata, K. eds. 198300ling of Electronic various numerical computation methods and their differencing
Systems, Kluwer, Dordrecht, The Netherlands. schemes, grid generation ways and so on. The analytical solutions
[9] Ledezma, G. A., Bejan, A., and Errera, M. R., 1997, “Constructal Tree Ne@I'e therefore very qseful even for the .comlputatlonal heat con.duc-
works for Heat Transfer,” J. Appl. Phys32, pp. 89-100. _ tion. For example, in the fluid dynamics field, several analytical
[10] Pozrikidis, C., 1993, “Unsteady Viscous Flow Over Irregular Boundaries,” Jgg|utions which can simulate the three-dimensional potential flow
Fluid Mech.,255, pp. 11-34. X . . . .
[11] Brady, M., and Pozrikidis, C., 1993, “Diffusive Transport Across Irregular an n turbomaChme_ cascades were given by the first author _Cal_et al.
Fractal Walls,” Proc. R. Soc. London, Ser. A42, pp. 571-583. 4]; these solutions have been used successfully by scientists to
[12] Fyrillas, M. M., and Pozrikidis, C., 2001, “Conductive Heat Transport Acrosgheck their computational methods and computer c¢@aset al.

Rough Surfaces and Interfaces between Two Conforming Media,” Int. J. HePA] Zhu and Liu[5] Xu et al. [6] Gong and C@V] Shen et al.
Mass Transf.44, 1789-1801. : ’ ' ’

[13] FIDAP, Theory Manugl 1993, v. 7, Fluid Dynamics International, Evanston,[s])'

IL. Several algebraically explicit analytical solutions of unsteady
[14] Neagu, M., 1999, “Characteristics and Optimization of Composite Systemsonlinear heat conduction are derived in this paper to develop the
with Heat Conduction,” Ph.D. thesis, Duke University, Durham, NC. theory of unsteady heat conduction and to serve as the benchmark

solutions for numerical calculations.
It is emphasized that the main aim of this paper is to obtain
some possible explicit solutions of the governing equation, the

Some Algebraically Explicit Analytical

Solutions of Unsteady Nonlinear initial and boundary conditions are indeterminate before deriva-
. tion and deduced from the solutions afterward. It makes the deri-
Heat Conduction vation procedure easier. In order to be able to derive explicit ana-

lytical solutions, another important point is that the function of the
thermal conductivity and the function of the density and specific

Ruixian Cai heat have to be matchable in some degree. Actually, the derivation
e-mail: crx@mail.etp.ac.cn procedure is not a general or classically mathematical one; basi-
cally it is a trial and error method with the help of inspiration,
Na Zhang experience and fortune. Moreover, in some cases a skill is applied
Associate Professor to solve the unsteady nonlinear equations: it is assumed that the

unknown solutiong(t,x,y)=T(t) +X(x) +Y(y).

Institute of Engineering Thermophysics, Chinese _ _ _
Academy of Sciences, P.O. Box 2706, Beijing 100080, 2 Analytical ~Solutions of Geometrically ~One-
China Dimensional Unsteady Nonlinear Heat Conduction

The governing equation for one-dimensional unsteady heat con-

. . . . duction with variable coefficients is commonly given as follows:
The analytical solutions of nonlinear unsteady heat conduction

equation are meaningful in theory. In addition, they are very use- a0 a9 a0

ful to the computational heat conduction to check the numerical PCpE: x|\ Sax) ©)
solutions and to develop numerical schemes, grid generation .

methods and so forth. However, very few explicit analytical sol@enerally.K, p, andC,, are not constant but positive.

tions have been known for the unsteady nonlinear heat conduc-Three solutions have been found as follows:

tion_. In order to _develop t_he heat co_nduction theor_y, some alge- K=ke pC,p=Const.=m

braically explicit analytical solutions of nonlinear heat 6=In{Cym(x-+C)2/[ 2K(Cy— Ct) V] ] (@)

conduction equation have been derived in this paper, which in-
clude one-dimensional and two-dimensional unsteady heat condf C; and C, are positive, the permissible time value of this
duction solutions with thermal conductivity, density and specifiolution ist<C,/C,, otherwise Eq(1) is not effective. The ini-
heat being functions of temperatur¢ DOI: 10.1115/1.1392990 tial and boundary conditions can be obtained with 8q.as fol-
lows: Whent=0, §=In[C;m(x+G)%(2Ck)]/l; when x=0, 6
=In{C,C3m[2k(C,—CH)]Y/I; and when x=1, 6#=In{C;m(1
Contributed by the Heat Transfer Division for publication in th@UZNAL OF +C3)2/[2k(CZ—C1t)]}/|.

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 17, 2000; The initi‘?" and boundary conditions O_f the following SOIUFionS.
revision received March 5, 2001. Associate Editor: C. Beckermann. can be derived in the same way. For a given analytical solution, its
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© PCoor = x| Kax) T ay | Koy ) (Ca)
_ PGy
L Similar to Eq.(0), K, p, andC, are not constant but positive.
9 Some algebraically explicit analytical solutions with variaKle
p, andC,, are derived with the hint of Kirchhoff's transformation
Fig. 2 The typical diagram of Eq. (2) as follows:
correctness can be easily proven by substituting it into the gov- K=kée?, pszme"’
erning equation. It is the same for the following solutions. 9=Ckt/m=(C3/1) Y[ (Cy— Co)/1 12+ C, [ (4)

The parameter variations of E(L) are shown in Fig. 1.
Usually, the variation of thermal conductivity is unlikely large,

thenl in Eq. (1) is commonly a low number.
| n where the constan8; /I and[(C,;— C53)/I] must be positive.
K=ké, pCp=mé It is worth noticing that the solution is very simple—
[ cimin=D)(x+Cy)? M7 (2) temperature is linear function of both time and geometric coordi-
- 2k(2+n+1)(Cqt—Cy) nates, although the governing equation is highly nonlinear.
The parameter variations of E@t) are shown in Fig. 3.
When C;=C,, this solution degenerates into one-dimensional

Commonly,t<C,/C, is necessary except when [L{n) is a
positive even round numbelriandn in Eq. (2) are low numbers.

The parameter variations of E(R) are shown in Fig. 2. solution:
K=ké? p=mé’ C,=ne”
0=In{2k(p-+j+1)(t+C)/[(p+]j—)mn(x+C3)*1H } (3) 6=Ckt/m=/C /- x+C, (4a)
(p+j=1)

It is not a complicated solution even all the coefficients in the
governing equation, p, andC,—are functions off. The parameter variations of E¢a) are shown in Fig. 4.

By the_ way, solutior{1) is actually a special case of soluti3) Another possible solution with =ke'?, pcp=mé" can be
with p+j=0 andn=1. deduced as follows:

In addition, there are some other one-dimensional solutions
which are special cases of the following two-dimensional

solutions.
0= Ckt/m+In{cosh = \Csl (x+C,)]}/I

3 Analytical Solutions of Geometrically Two- +In{cosh = V(C;—C3)I(y+Cy)J}/1+Cs. (5)
Dimensional Unsteady Nonlinear Heat Conduction

The governing equation for two-dimensional unsteady heat
conduction with variable coefficients is commonly given as WhenC;=C,, this solution degenerates into one-dimensional
follows: solution too.
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K=kd', p=mé, 1#-1

Clt+C2 Cl_Cgk 12
0= ex — X (x+Cy)+

172
(y+Cs)

Cs
1+

In Eq. (6), (C;—C3k)/[k(1+1)] and C3/(1+1) have to be
.0 t positive. The parameter variations of E§) are shown in Fig. 5.

] When C;=0, this solution degenerates into one-dimensional
solution: 2

] pexp G2 | G +C,)+C 6

| =ex p= K1+ (x+Cy) 6 (6a)

] x The parameter variations of E¢pa) are illustrated in Fig. 6.

Although Eq.(0a) is a mathematical three-dimensional equa-
T tion with three independent variables, andy, but solutiong4),
(5), and(6) are quite simple. Hence, they are appropriate to be

—
1K.pC, . ; . .
K basic analytical solutions for theory and benchmark solutions for
] computational heat conduction.
PG 4  Summary
v T T T T T '

Some algebraically explicit analytical solutions of nonlinear un-
steady heat conduction equation have been derived. According to
the knowledge of the authors, no such algebraically explicit ana-
lytical solutions of nonlinear heat conduction have been published
in the open literature. The abovementioned solutions will be valu-
able to the theory of unsteady heat conduction, especially to the
computational heat transfer as the benchmark solutions to check

6

Fig. 4 The typical diagram of Eq. (4a)

0" the numerical solutions and to develop the numerical computation
| For a specified approaches such as the differencing schemes, grid generation
geometrical point methods and_ S0 forth._ _ o
1 The analytical solutions given in this paper are based on rect-
] / angular coordinates, the derivation based on other coordinates will
be given in a forthcoming paper.
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K,pCp' Nomenclature
4 C; = different constants
C, = specific heat
] j,k,I,m,n,p = different constants
K = thermal conductivity
t = time
0 u = specific internal energy
X,y = geometric coordinates
Fig. 5 The typical diagram of Eq. (6) ¢ = temperature
p = density
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Discussion: “Fin (On a Pipe) Similarly, in the two-dimensional solutioB, is introduced via the
author’s Egs.(7a) and (7b). Using the above non-dimensional

Effectiveness: One-Dimensional and parameters the fin dimensionless temperature is

Two-Dimensional” (Look, Jr., D. C., 0= 06(u, B, (ho/N)B,)
1999; ASME J. of Heat TranSfer, 121, =0(w,B,¢&,(he/h)B,) one-dimensional solution &2
No. 1, pp. 227230) 6=0(u,B,£,v,(h./n)B, ,B,)
=0(w,B,¢&,v,(he/h)B, ,B,) two-dimensional solution
P. Razelo$ (2b)
2 Kanigos St. Athens 10677, Greece
The heat dissipated by the fin is

The author in his Introduction gives the reasons why one should Qiin= Qsin(U,B,(he/h)B,)
consider the two-dimensional analysis and non-insulated tip. ) .
Briefly, he states the “mathematics in the one-dimensional solu- =Qfin(W,B,(he/h)B,) one-dimensional @
tion are not difficult, because of large heat transfer coefficients, —N.
the tip should no be considered insulated, and the two- Qin=Qun(U, B (he/M)By ,By)
dimensional solution is more difficultHowever, the following = Qjin(w,B,(he/h)B, ,B,) two-dimensional.  (B)

discussion will show that the above are rather superficial state-F he ab . dilv derive the follow
ments without any scientific basis. The dimensionless variables™ "O™M the above equations one can readily derive the following

employed by the author are not appropriate, this leads ¢on- ' efficiency and effectiveness:

fusing results. efficiency = n(u,B,(he/h)B,)=n(w,B,(h./h)B,) (4
Given the fin geometry,, r,, andL, the parameterk,h,h,, y 7= (B (he/MB) = n(w.B.(he/M)By) — (4)

and the temperaturés, , T.., these quantities should be combinecffectivenessR=R(u,8,(hs/h)B, ,B,)=R(w,B,(hs/h)B, ,Br).

to form the dimensionless parameters that characterize the heat (5)

tr_ansfer_ process. In the heat transfer literature these ncE’c’msidering the tip to be insulated the above equations become
dimensional parameters are

. 7= 7n(u,B) (4a)
. 2
the ratio B= E (1a) R=R(u,,B,). (5a)
) ) One can choose any set of parameters involwingr w=u/(S
econdUCtlomcoefficient uzz(rz_rl) h —1), andB, or B/’=B,/w=(8—1)B,/u. Gardner(author’s
convection kL referenceused Eq.(4a) to produce graphs of the fin's efficiency
o 2 versusu for different values of3. Razelos and Imréauthor’s
_ (B—1)hry reference)and Netrakanti and Huand.] employedw, and g to
kL determine the optimum fin dimensions with variable thermal
- parameters.
=(B—1)*w (1b) The author’s two-dimensional solution, of which that no refer-
h\ hr h ence is given, contains some confusing non-dimensional variables
el M1 _[Te I', B;, and the roots\,,, that he states are determined from Eq.
the paramet%rﬁ) k h ) Br (1c) (6f), not (8e) that do not exist. He never noticed that the solution

5 always contains the produat,L. The author should have con-
The parametersw® and B, are usually called the surfacesulted Carslaw and Jaed&]. The roots of equatiofsf) are
conduction/convectiorcoefficient andsurface Biot numberre-

spectively.B, enters the solution through the boundary condition, pPn=AnL=pn(B)). (6)
author’s equation(2), which is written as These roots and are tabulated[#]. One key observation is the
do fact that the magnitude of the roots for- 1, irrespectively of the

=5 — = B; value are
£=p, d§+(he/h)Br 0. &)

(n=)7<p,<(2(n—=1)+1)=/2. (7)
1I_Drof. Emeritus City University of New York and AssoEditor Heat Transfer Moreover, the author should have followga] and express the
Engineering E-mail. razel@ath forthnet.gr sin(p,) as a function of tany)=B, /p, to obtain the solution given

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF X ,
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 28Y Ed. (2). It has been shown by Razelos and Georthlor S
2000; revision received April 16, 2001. reference)that due to the large values of,, the predominant
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term in the series fon>1 is the first one. Therefore, the two- Today fin designers are using more sophisticated programs to
dimensional solution consists of only one term and is not modesign optimum or nearly optimum fins, taking into account vari-
difficult than the one-dimensional solution. In addition, in theble thermal parameters. Therefore this paper does not offer any
above reference, graphs of the effectiveness are presented for kiifip due to an inappropriate set of dimensionless variables and the
ferent values ofu and B8 versusB?, which show that two- misleading statementUse Fin” that appears in the Figs. 2 and 3.

dimensional solution actually reduces to the one-dimensional
solution.
In concluding, we should point out that the author’s comments
such as “large heat transfer coefficients, thin and thick,fins
should be disregarded because all these quantities are introdulgéaéerenceS

through the proper non_dlmens|onal parameters AISO, the author’g.] Netrakanti, M. N., and Huang, C. L. C., 1985, “Optimization of Annular Fins

last statement “the major difference is that the one-dimensional ;- Dp. 966-968
_50|Ut|0n is less restrictive whatever that means should be [2] Carslaw, H. S., and Jaeger, J. C., 1968nduction of Heat in Solid€xford
Ignored. at the Clarendon Press, London, p. 222.
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Erratum: “An Experimental Study of Heat Transfer of a Porous Channel
Subjected to Oscillating Flow”
[ASME J. Heat Transfer, 123, No. 1, pp. 162170]

H. L. Fu, K. C. Leong, X. Y. Huang, and C. Y. Liu

1. Ligament diameters for ERG Al 40 PPl and ERG RVC 45 PPI in Table 1 should read ax1a9%4m and 1.086X0 *m,
respectively.

2. The magnitudes of the Reynolds number labels indicated as Re on Figs. 2—5 and Fig. 7 should be divided by 10.

3. The Reynolds number scale in thaaxes of Figs. 8—10 should be divided by 10.

Erratum: “A Scattering-Mediated Acoustic Mismatch Model for the Prediction
of Thermal Boundary Resistance”
[ASME J. Heat Transfer, 123, No. 1, pp. 105112]

Ravi S. Prasher and Patrick E. Phelan

The paper was listed in thiRadiative Transfercategory in the table of contents. The paper should have been Mithescale Heat
Transfer category.
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